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The data plane and the control plane are divided by the Software Defined Networking 

(SDN) paradigm, where an SDN controller governs the operation of the switches it 

controls while also receiving demand from associated switches. Switches are 

dynamically controlled by their respective reassigned to be able to distribute the 

volume of work among controls for SDN. The majority of creative solutions for 

assignments require a crucial component of collect data regarding switches that need 

to be reassigned in order to execute load balancing. An individual super controller is 

utilized data from all switches and gathers information for all controllers, there is a 

scalability issue that arises as the number of controller’s increases. When assigning 

switches to controllers in a big network, distances between them can occasionally be a 

problem.  

To solve the above problem, this study proposed an intelligent clustering network 

based on k-means clustering. Under the OpenFlow protocol, Forwarding Table 

Management Standard Flow Table, and Flow Management, the advantages 

demonstrate the intelligent network of control concentration. Therefore, the goals were 

to balance the load by adjusting the cluster node load method and comparing the 

performance with the traditional controller cluster and single controller. The 

experimental results reveal that the k-means clustering method proposed in this study 

can effectively reduce the packet loss rate or delay. And theoretical research shows that 

our approach delivers a close to ideal result. According to simulation results, our 

dynamic grouping enhances stable clustering by scaling factor of five, which is 

significant. 

Keywords: Software-Defined Network; SDN Controller; Controller Load Balancing; K-Means. 

 

INTRODUCTION 

Software-Defined Networking (SDN) is an emerging solution that separates the control plane from the data plane 

[1][1]. SDN moves the intelligence from the traditional distributed networking model and puts it into a centralized 

software application called the SDN controller. The SDN controller stores all the network state information in a global 

view and controls all the data forwarding inside switches. Due to the central system in the SDN controller, the network 

can be adapted to handle more complicated applications and policies, ranging from traffic load balancing and quality 

of service to security. However, the traditional centralized controller may become a bottleneck and face scalability 

issues in the SDN network. While the SDN supports high-performance advanced network policies and features [2], 

the most crucial challenges related to the wide range of network conditions and traffic require an efficient and smart 

controller, which can decide where the required control action must be taken accordingly. 
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To address the challenges in the previously proposed concepts, our previous work has experience utilizing the 

centralized processing power to develop a novel cost-effective solution called the SDN controller to partition the 

network services instead of replicating the original single centralized software controller [3]. The partitioned 

controllers will assist the original centralized controller in providing fundamental software-defined networking 

control services, where these services can be processed in a distributed large-scale system. However, in our previous 

design, it distributed the switch-oriented network control services from the single centralized controller instead of a 

smart controller that can process the complicated applications for the management of cloud data center 

infrastructures. 

1.1. Work Objectives 

• Accomplish controller load balance. To achieve this, considerations including network scalability, technique 

flexibility, minimal complexity, improved optimization, and overhead reduction are taken into 

account [4]. 

• The benefits of Speed, Flexibility and Reach: Programmers do not need to deal with the tedious task of 

manually encoding numerous hardware devices. They can now simply install a software-based controller and 

direct any traffic on the network instead. It also enables managers to control the network, change settings, 

provide resources, and increase the capacity without the need for additional hardware – all via one interface. 

Therefore, network managers have less restriction on what networking equipment to use since they can use one 

protocol to interact with as many hardware devices as possible through a main controller. 

• Network architecture: the network design that enables alteration on the way the networks are used as a result 

of availing a user interface that allows for the configuration of network resources and services from one central 

point. This gives the network managers an avenue to up-rate the applications with more availability requirements 

and even optimize the data across the network. 

• Strong Security: A software-defined network allows for a centralized network management perspective and 

therefore improves security risks assessment. With the ever-increasing number of devices that can be connected 

to the internet, SDN presents several merits above traditional networking [5]. In order to prevent the infected 

devices from spreading to the rest of the network, the managers can perform two options: turn off the infected 

devices or separate the infected devices in a compartment that has different devices that need a different security 

level. 

1.2. Significance of the Paper  

In the paper, it did take into account time-sensitive networks, therefore we changed our strategy to reduce network 

noise. In this new strategy, controllers stay constant, and switches are only reassigned during active TS. 

• Since each controller has a certain amount of processing power, large networks require numerous controllers to 

handle all of the requests. This is how we deal with large networks at the internet size. Utilizing several identical 

instances of a single controller that each do essentially the same tasks as the others and are linked to separate 

SDN controllers is one way to accomplish this goal [6]. Due to the dynamic nature of the network, these questions 

should be regularly taken into account in addition to being pertinent during network setup based on static facts. 

• Some controllers may experience a bottleneck as a result of the switches' dynamic request rate because each 

controller has a finite amount of processing power. As a result, if there are too many switches requested, the 

controller will have to process the requests in a queue, which will result in slow switch response times. To 

circumvent this issue, switches are dynamically allocated to controllers based on their request rates. 

• Depending on the dynamic traffic, the importance of controllers and where they are changed, and they are 

alternately turned on and off during each cycle. Other methods deal with additional goals including minimal 

setup time and maximum utilization in addition to load balancing, which indirectly aids in balancing loads 

amongst controllers.  

• The "Balance flow" load balancing technique emphasizes controller load balancing so that: 

1) To ensure speedy response, the flow- requirements are dynamically allocated across the 

controllers. 
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2) To maximize controller usage, the load on a high-loaded controller is immediately moved to suitable 

low-loaded controllers. 

• The controllers can be set up as follows: 

1)  Hierarchically, in which case various controllers have a separate network section that specifies the 

streams it can handle. 

2)  Flatly, with each controller able to handle all incoming request types. 

• The least load discrepancies between clusters are established as objectives, and the shortest distances between 

controllers in each cluster are taken into consideration while defining the "Clustering" problem for the top level of 

the load balancing method.  

• Due to the reliance between the SC operation and other controller actions, "Hybrid Flow" has a long run time. 

"Hybrid Flow" in which controllers are fixedly clustered. The SC is just utilized to collect load information and 

communicate it to/from the controllers so as to lessen the strain on the SC. Instead, the procedure for reassignment 

is carried out by each cluster's controllers.  

• DCC Problem Formulation, the challenge of assigning controllers to clusters is discussed [7]. Here, this issue is 

viewed as a conundrum involving minimization with restrictions by (Key notations “Re Clustering”, Clusters’ Load 

Differences, a Cluster's Controllers' Separation Distances, Optimization Challenge “Dynamic Controllers’ Clustering” 

to choose the most suitable clustering assignment), as shown if figure (1).  

          

Figure (1): Dynamic Controller Clustering Two Phase Algorithms 

SOFTWARE DEFINED NETWORKING (SDN) 

In traditional networking, the network's data plane and control plane are both implemented in the devices in the 

network. Each network device's control logic makes its matrix forwarding decision based on the protocols executed 

therein. Different network devices with different control logics together form the network's control infrastructure. 

SDN is a new emerging networking paradigm that decouples the network's control and data planes, where the 

network's control logic is physically centralized and network devices, switches, and routers, among others, only have 

the data forwarding function. The network data forwarding function and control forwarding functions, policies, and 

rules are implemented independently in the network's data plane and the centralized control logic, respectively. This 
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new networking paradigm introduces a new network device, the SDN controller, that makes network device decisions 

on the basis of the abstracted network view collected from network devices [8]. The abstracted network view collects 

the states and configurations of network devices and forwards them to the SDN controller. In addition, the response 

decisions from the SDN controller are used to update network devices or are used directly as the forwarding decisions 

to network devices. Benefiting from the centralized controller advantage, the SDN architecture significantly reduces 

the complexity of the network and simplifies network device design [9]. 

There are three levels in the architecture of software defined networking, as shown figure (2). 

 

Figure (2) Architecture of SDN Layers 

A. The Application Layer: This layer is made up of applications that directly and programmatically inform 

the SDN Controller of the intended network behavior and needs [6]. 

B. An Infrastructure Layer: It encompasses the networking technology and determines the volume of data 

that the network can transmit or steer. It is the equipment that operates on the data ‘packets’ based on how 

the controlling device has programmed it [10]. Control layer physical structure of networks works to gather 

information relating to their operational status, their traffic patterns, and network topology or load, etc. and 

releases it. 

C. SDN Control Layer: The control layer corresponds to the section of the software-defined network where 

the software controller works. This controller sits on a server and is in charge of managing the flow and rules 

of traffic across the entire network. The SDN Controller is the middle layer that connects the application layer 

and the infrastructure layer [11]. The southbound interfaces are the connections with the infrastructure layer, 

and the northbound interfaces are the connections with the applications. The networking components are 

reached by this layer after processing the commands and specifications given by the application layer 

(through southbound interface), as illustrated in figure (3) [12]. 

 

Figure (3) Control Layer SDN 
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Additionally, it transmits to the program the data it needs to function properly, information that has been collected 

from networking devices. 

MECHANISM FOR BALANCING LOADS: 

Load Balancing Mechanism the majority of the time, when a controller creates an overload, this is due to a significant 

number of switches being unable to locate a matching flow entry for the newly incoming packet [13], which causes 

them to send a packet in message to the default controller. A system that balances the load on the control plane. The 

control plane's controllers all have access to the same network view, and the switch's dynamic migration allows for 

load balancing [14]. The dynamic load balancing diagram is depicted in Figure 4. When a controller in the control 

plane (Controller C1) exhibits an overload trend, it enters the switch migration phase, and portion of the overload 

controller's switches (Switch S5 and Switch S9) migrate to the comparatively idle. Because of how complicated the 

current network environment is, the controller's real-time load ratio will alter as it does. The SDN control platform's 

load balancing technique shouldn't only modify the load value number of every controller [15]. 

 

Figure (4) Controller Load Diagram 

A load balancing architecture with two tiers is described (Super Controller, Master Controller), as shown in figure 

(5).  

 

Figure (5) Architecture of Load Balance 

In the "Balance flow" load balancing technique concentrates on controller load balancing in order to maximize 

controller usage:  

• Flow needs are constantly allocated controllers for among achieve speedy reply. 

• To get the most out of each controller, the weight of a loaded one is immediately switched to a suitable, 

controller with little load. 

SDN FOR LOAD BALANCING 

Software Defined Networking (SDN) technology is the most promising architecture for networks that provides 

programmability, simplicity, and abstraction [17]. In SDN, the controller acts as the brain of the network, executing 

the control plane functionality. Every communication from a switch goes through the controller. Therefore, the 
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communication between the controller and the switch can increase the load on the controller. This can cause some 

limitations, such as network latency and control channel overload. In order to overcome these limitations and achieve 

higher performance in SDN, load balancing should be considered [18]. 

Since the admin cannot have complete control over the balancing settings, balancing is very high installation cost and 

does not provide for flexibility. In order to address this issue, this paper suggests using an SDN application to serve 

as just a load balancer, which lowers costs and gives the administrator more freedom compared to the predefined 

paradigm established by balancer vendors. The administrator may choose the algorithm as well as the load 

distribution for every server. 

I. Controller Load Balancing: Occasionally it is necessary to make the SDN controller decentralized to be 

able to expand the capability of the control plane [19]. Normally, the decentralization leads to the command 

plane having multiple controllers. The next section discusses load balancing when the control plane is made 

up of various SDN controllers [20]. 

II. Server Balance of loads: In the event that numerous servers make up a network, we now take server-

based load balancing into consideration. When using a load balancing algorithm, client requests are split 

amongst several servers [21]. Based on their influence on the overall network performance, the algorithm 

makes sure that the following request is forwarded to the server that is least busy. 

III. Load Balancing in Wireless Links: Due to the lack of an automobile load balancer in IEEE 802.11, 

Distributing the load among users in the current wireless LANs may be an issue of concern [22]. The 

algorithms embedded into the SDN controller may be used to ensure a dynamic balance of APs loads by 

choosing the least laden access points (APs) in the vicinity for the clients’ connection. 

IV. Choosing a Communication Path Balanced load: In the design of large and fast networks, it is 

common for network architects to face the problem of managing the traffic load efficiently on multiple links. 

To enhance the performance of the network in a more fluid and more scalable manner, SDN allows for the 

deployment of the methods which can easily disperse the traffic over similar routes. Existing and proposed 

load balancing strategies in data center networks with multipath routing should guarantee effective traffic 

distribution where no single path is excessively idle or over used. Because of the dynamic nature of networks 

like data centers, traffic congestion can occur at any time [23]. 

V. Artificial Intelligence Based Balanced load: ANNs are characterized as adaptable arithmetic 

frameworks that are able to identify intricate nonlinear relationships between input and output data points 

[24]. Due to the fact that ANNs have no restrictions on input vectors and that network traffic flow is 

unknown, a significant volume of information can be gathered to assemble a collection of information. 

Since there is a good chance that the created complicated information set on traffic flow will likely not follow 

a known probability distribution, ANNs are best suited to handle this ambiguous network traffic data. 

Figure illustrates the ANNs' structure (6) [25]. 

 

Figure (6) Load Balancing Neural Network Structure. 
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METHODOLOGY DYNAMIC CLUSTER CONTROLLER ALGORITHMS 

• The Dynamic Cluster Flow (DCF) design has already been upgraded to allow the use of current the techniques 

in the “Reassignment” each cluster's procedure, in figure (7) [26]. 

 

Figure (7): The Dynamic Cluster Flow Architecture 

• Finding the ideal clustering is our aim. 

• DCC is a technique that creates clusters of comparable things. 

• The ultimate result is a group of clusters, each different from each other and including things which are 

largely similar to each other. 

• Initial clustering's goal is to give the second phase the greatest possible start and the best outcome possible. 

For the initialization, there are two options. The first option is to concentrate on distance, i.e., find first 

order grouping that fulfills the length requirement; the following option will be to concentrate on reducing 

the variation in load across clusters. 

• The interaction of the controllers with their MC is what generates the majority of control messages pertaining 

to the cluster load balancing activity. So, to discover the nearest MC, we employ the K-Center problem 

solution, as shown figure (8). 

 

Figure (8): Loads Balance at three places 

METHODOLOGY OF DCC (K-MEANS CLUSTERING ALGORITHM) 

The k-means algorithm is well known for its clustering ability. It is the most widely used partitional clustering 

algorithm. K-means divides n objects into k clusters. The input to the algorithm is a set of n d-dimensional vectors 

and a parameter k indicating the number of clusters to be formed. The k-means algorithm has a number of 

applications in clustering analysis. For example, the k-means algorithm is a non-hierarchical method that is used for 

cluster analysis or segmentation. In brief, k-means is designed to partition n observations without any further 

knowledge about their cluster or distribution. In the k-means algorithm, each cluster is represented by a best 

prototype, also known as the mean, and an object is assigned to the cluster with the closest mean, as shown figure 

(9). 

➢ As the initial master, the algorithm selects a random controller depended of number of clusters, as shown in 

algorithm 1. 

➢ Then, it repeatedly executes the following two steps, as shown in Heuristic 1: 
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• Find the two groups that are most adjacent by measured the separation between points. 

• Combine the two groups that are most similar. 

➢ This repeated procedure continues until every cluster is combined together (became all cluster simile when 

repeat them). 

➢ The issue has been conceptualized as an optimization problem with limits on the distance between controllers, 

with the goal of reducing the disparity between cluster loads. Finding the best clustering assignment is our aim. 

 

Figure (9): Flowchart of find Master by 2- Approximation Greedy k-Center clustering algorithm   

Algorithm 1: Find Masters by Two Approximation Greedy K – Center Solution 

Input: 𝑃 = {𝑝1, 𝑝2, … . . , 𝑝𝑀} controllers set, controller to controller matrix distances. 

Output: 𝐶 = {𝑐1, 𝑐2, … . . , 𝑐𝐾} masters set. 

Procedure: 

1. ∅ → 𝐶 

2. 𝑝𝑖 → 𝑐1 // an arbitrary point 𝑃𝑖  from. 

3. 𝐶 ∪ 𝑐1 → 𝐶 

4. For i = 1 : K do 

5.       For all  𝑝 𝜖 𝑃  do 

6.             𝑚𝑖𝑛𝑐∈𝐶   𝑑(𝑝, 𝑐) → 𝑑𝑖[𝑝] 

7.       𝑒𝑛𝑑 𝑓𝑜𝑟 

8.       𝑚𝑎𝑥𝑝∈𝑃  𝑑𝑖[𝑝] → 𝑐𝑖 

9.      𝐶 ∪ 𝑐𝑖 → 𝐶 

10. End for 

11. Return C // The master set. 

 

Heuristic 1: Distance initialization 

Input: 𝐶 = {𝑐1, 𝑐2, … . . , 𝑐𝑀} controller list. 

             𝑀 = {𝑚1, 𝑚2, … . , 𝑚𝐾} masters set. 

           controller to controller matrix distances. 

Output: 𝐶𝐿 = {𝑐𝑙1, 𝑐𝑙2, … . . , 𝑐𝑙𝑘} clusters list, 𝐶𝐿𝑖 = {𝑐𝑙𝑖1, 𝑐𝑙𝑖2, … . . , 𝑐𝑙𝑖(
𝑚

𝑘
)} 

               Max Distance = maxmume distance between controllers in cluster. 

Procedure: 

1. 𝐶 → 𝑆 
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2. 𝑀 − 𝑆 → 𝑆  

3. For i = 1 : K do 

4.       𝑀𝑖 → 𝐶𝐿𝑖 

5. 𝑒𝑛𝑑 𝑓𝑜𝑟 

6. 𝐶𝐿 → 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 

7. While 𝑆 ≠ ∅ do 

8.         The next controller in S → 𝐶𝑛𝑒𝑥𝑡  

9.          Find the nearst master from candidates list → 𝐶𝐿𝑛𝑒𝑎𝑟  

10.          𝐶𝑛𝑒𝑥𝑡 ∪ 𝐶𝐿𝑛𝑒𝑎𝑟 → 𝐶𝐿𝑛𝑒𝑎𝑟  

11.          𝐶𝑛𝑒𝑥𝑡 − 𝑆 → 𝑆  

12.          If |𝐶𝐿𝑛𝑒𝑎𝑟| = 𝑀/𝐾 then  

13.                  𝐶𝐿𝑛𝑒𝑎𝑟 − 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 → 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠  

14.         End if 

15.  End while 

16.  For all 𝐶𝐿𝑖 ∈ 𝐶𝐿 do 

17.        maxmume distance between two controllers in 𝐶𝐿𝑖 → Max Distance 𝐶𝐿𝑖 

18.  End for 

19.  Maximum of all Max Distance 𝐶𝐿𝑖 → Max Distance 

20.  Return CL,  Max Distance. 

 

INTEGRATING K-MEANS CLUSTERING IN SDN CONTROLLER 

In paper, proposed in the case of the K-means clustering algorithm, the K-centers of clusters represent the mean of 

those particular clusters. These centers are defined by the equation as follows: Let those K points be with as an 

element of the cluster. The purpose of this clustering algorithm is to divide the input data into K arbitrary groups so 

that the is minimized. Every point is allocated into a group with respect to K. This K-means clustering algorithm is 

used to compute the general descriptive feature of each occurrence of every different kind of group of associated 

workloads. In our proposed model, we plan to introduce the K-means clustering algorithm as an enhancement in the 

proposed software-defined network controller model. The proposed approach focuses on providing a smart way of 

intelligent balancing in the SDN controller with the help of the K-means clustering algorithm. 

REQUIRED TESTED ENVIRONMENT 

The simulation's goal is to demonstrate the effectiveness of our DCC method. Additionally, the number of 

substitutions is limited while still producing superior outcomes than the constant clustering algorithm. The simulator 

we utilized was created in the. Net framework using the Visual Studio environment. The value of controllers, the 

space between each one, and the loads placed on each controller are all selectable in this simulator. The simulator 

enables doing usage of the controllers at random and allocating an unpredictable load to each controller in order to 

take into account a global topology. 

CASE STUDY AND RESULTS 

A Simple case study of k-means clusters (utilizing K=2) 

individual Variable One Variable Two 

1 1 1 

2 1.5 2 

3 3 4 

4 5 7 

5 3.5 5 

6 4.5 5 

7 3.5 4.5 
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First Step: 

Initializing: to select two centroids for two clusters, we randomly select the following two (k=2). In this instance 

the two centroids are: x1 = (1, 1) and x2 = (5, 7) 

 Point Mean Vector 

Team 1 1 (1,1) 

Team 2 4 (5,7) 

Second Step: 

 Centroid 1 Centroid 2 

1 𝑓(1 − 1)2 + (1 − 1)2 =    0 𝑓(5 − 1)2 + (7 − 1)2 = 7.21 

2 𝑓(1 − 1.5)2 + (1 − 2)2 =   1.12 𝑓(5 − 1.5)2 + (7 − 2)2 = 6.10 

3 𝑓(1 − 3)2 + (1 − 4)2 =     3.61 𝑓(5 − 3)2 + (7 − 4)2 = 3.61 

4 𝑓(1 − 5)2 + (1 − 7)2 =    7.21 𝑓(5 − 5)2 + (7 − 7)2 =   0 

5 𝑓(1 − 3.5)2 + (1 − 5)2 =  4.72 𝑓(5 − 3.5)2 + (7 − 5)2 =  2.5 

6 𝑓(1 − 4.5)2 + (1 − 5)2 =  5.31 𝑓(5 − 4.5)2 + (7 − 5)2 =    2.06 

7 𝑓(1 − 3.5)2 + (1 − 4.5)2 = 4.30 𝑓(5 − 3.5)2 + (7 − 4.5)2 =  2.92 

 

➢ As a result, we get two clusters that include the numbers 1, 2, 3, and 4, 5, 6, 7. 

➢ They have new centroids, which are: 

                         Team 1 = (
1+1.5+3

3
,

1+2+4

3
) = (1.83,2.33) 

Team 2 = (
5+3.5+4.5+3.5

4
,

7+5+5+4.5

4
) = (4.12,5.38) 

Third Step: 

 Centroid 1 Centroid 2 

1 𝑓(1.83 − 1)2 + (2.33 − 1)2 =    1.57 𝑓(4.12 − 1)2 + (5.38 − 1)2 = 5.38 

2 𝑓(1.83 − 1.5)2 + (2.33 − 2)2 =   0.47 𝑓(4.12 − 1.5)2 + (5.38 − 2)2 = 4.29 

3 𝑓(1.83 − 3)2 + (2.33 − 4)2 =     2.04 𝑓(4.12 − 3)2 + (5.38 − 4)2 = 1.78 

4 𝑓(1.83 − 5)2 + (2.33 − 7)2 =    5.64 𝑓(4.12 − 5)2 + (5.38 − 7)2 =   1.84 

5 𝑓(1.83 − 3.5)2 + (2.33 − 5)2 =  3.15 𝑓(4.12 − 3.5)2 + (5.38 − 5)2 =  0.73 

6 𝑓(1.83 − 4.5)2 + (2.33 − 5)2 =  3.78 𝑓(4.12 − 4.5)2 + (5.38 − 5)2 =    0.54 

7 𝑓(1.83 − 3.5)2 + (2.33 − 4.5)2 = 2.74 𝑓(4.12 − 3.5)2 + (5.38 − 4.5)2 =  1.08 
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➢ Consequently, the new clusters are 1, 2, and 3, 4, 5, 6, and 7. 

                                 Team 1= (
1+1.5

2
,

1+2

2
) = (1.25,1.5) 

                            Team 2= (
3+5+3.5+4.5+3.5

5
,

4+7+5+5+4.5

5
) = (3.9,5.1) 

Fourth Step: 

 Centroid 1 Centroid 2 

1 𝑓(1.25 − 1)2 + (1.5 − 1)2 =    0.58 𝑓(3.9 − 1)2 + (5.1 − 1)2 = 5.02 

2 𝑓(1.25 − 1.5)2 + (1.5 − 2)2 =   0.56 𝑓(3.9 − 1.5)2 + (5.1 − 2)2 = 3.92 

3 𝑓(1.25 − 3)2 + (1.5 − 4)2 =     3.05 𝑓(3.92 − 3)2 + (5.1 − 4)2 = 1.42 

4 𝑓(1.25 − 5)2 + (1.5 − 7)2 =    6.66 𝑓(3.9 − 5)2 + (5.1 − 7)2 =   2.20 

5 𝑓(1.25 − 3.5)2 + (1.5 − 5)2 =  4.16 𝑓(3.9 − 3.5)2 + (5.1 − 5)2 =  0.41 

6 𝑓(1.25 − 4.5)2 + (1.5 − 5)2 =  4.78 𝑓(3.9 − 4.5)2 + (5.1 − 5)2 =    0.61 

7 𝑓(1.25 − 3.5)2 + (1.5 − 4.5)2 = 3.75 𝑓(3.9 − 3.5)2 + (5.1 − 4.5)2 =  0.72 

 

➢ As a consequence, there has been no change to the cluster. 

➢ And the algorithm stops here, producing the ultimate outcome, which includes of the clusters [1, 2], and [3, 4, 

5, 6, 7]. 

CONCLUSION AND CONTRIBUTIONS 

On this paper, a better method for lowering the load balancing's temporal complexity in the SDN control and data 

planes is proposed. The requests (from of the switches to the controllers) are to be distributed among them so as 

to prevent overload on certain of them. Our architecture for a three-tiered control plane, which includes an overlord 

controller with subordinate controllers capable of performing balance of loads actions individually, is used for this 

purpose. As a solution, the complexity of the time period may be reduced by running the full load balancing process 

simultaneously. To assign clusters' controllers with optimization and the shortest possible the separation of two 

controllers in the same cluster, we present a system (made up of several methods). We demonstrate that employing 

dynamic clusters yields superior outcomes over fixed clustering. Future study will examine the ideal cluster size and 

support a range of cluster sizes. Overlapping clusters is an intriguing direction. A different approach is to look at the 

necessary ratio between the load balancing method's runtime and the duration of the timeline unit. The best location 

for the supreme controllers within each group is another crucial outstanding problem. 
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