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The problems that robotic reading of text faces such as poor light, messy backgrounds and 

blurriness, resemble those found in human vision. Addressing these concerns results in 

applications such as document digitization and assistive technology. The study introduces a way 

to help identify text by joining CNNs, BiLSTMs and a CTC decoder. This CNN part is able to 

detect spatial features of text even from crowded images, while BiLSTMs help recognize text 

printed in different styles, turned over and in varying sizes. Because the CTC decoder does not 

require separate segmentation of characters, the text is aligned accurately. On ICDAR 2015 and 

SVT datasets, the approach demonstrated by this study shows very high accuracy of 98.50% and 

98.80%. Quality measurements reveal high accuracy of the model on motion-blurred (no more 

than 15 pixels), partially occluded (40%) and distorted (half of text is skewed by up to 30 degrees) 

images. It proposes a method that helps to identify text by using CNNs, BiLSTMs and a CTC 

decoder. 
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INTRODUCTION: 

The words in real-time images are often distorted, in different fonts, have uneven lighting and are overlapped by 

other things, thus making it hard for usual OCR technology to process them [1]. For this reason, the technology must 

be able to adjust to various conditions and ensure that text is recognized accurately in real life. Often, educational 

OCR systems first distinguish each character in the handwriting before they begin recognition. The problem with 

handling data this way is that errors during segmentation are likely to be repeated in recognition steps [2]. Many 

ways to identify handwriting do not succeed in recognizing various styles, mainly with distorted samples. CNNs focus 

on local areas and BiLSTMs look at the whole sequence, making it possible for the architecture to identify local 

patterns and notice the order in which they occur [3]. Adopting these two structures, the proposed model can find 

complex patterns in written text and preserve time order, thus leading to improved recognition. 

Restoring damaged or lost text in an image is very difficult when there are many distractions in the background. Ways 

to fix damage in an image typically involve replacing the lost parts with similar-looking textures. While these 

techniques do well with general things and scenery, they cannot restore meaningful text that stores special and 

sequential information. It can be quite tough to recover exact characters when restoring a word or expression, given 

that most techniques are centred on the way the text looks. Despite this, some models may create the shape of a letter, 

but they generally cannot determine the correct letter when the context around it is essential. To solve this, a new 

approach applies a pipeline that integrates powerful ways to recognize and put back text [3]. First, a CNN-BiLSTM 

model is employed to spot the defective or missing parts of the text by examining both its visual features and the way 

the characters are arranged. At this point, a method that uses Bayesian statistics is employed to determine the most 

probable missing character. To place the predicted character, the position it should occupy is estimated with an image 

histogram. As a result, the corrupted text becomes readable again and fits smoothly within the image. This method 

is most helpful in life situations when the text is written overcomplicated scenes and regular OCR does not work 

properly. The method improves the accuracy of restoring texts from images by applying visual analysis, modelling 
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each word’s sequence and understanding the context. It restores the missing parts of images by studying the available 

details and understanding the situation. Sometimes, just doing some minor preprocessing allows the system to fix 

distorted, occluded or partially broken parts and make the text clearer. The framework also helps fix certain errors 

made in identification, increasing the text’s accuracy. Though the approach fails to keep the font or decorations, it is 

able to restore the message that the text originally carried. Because of this, the method is helpful when appearing 

characters is covered by marks or difficult to read. 

While traditional methods require distinguishing characters, CTC makes it possible for the system to identify text 

without having to split them. It prevents any problems with broken words and lets the model process each word or 

sequence without stops. Ultimately, the system is more capable of coping with irregular spacing, overlap between 

characters and differences in handwriting than ordinary OCR systems [4]. The main aim of this research is to enhance 

the recognition of handwritten English characters through building and testing the CNN-BiLSTM-CTC model. The 

model can make it simpler to digitize written documents and make handwritten data accessible wherever it is needed. 

LITERATURE SURVEY: 

Most HTR systems use CNN-BiLSTM-CTC models by relying on convolutional networks for extracting spatial 

features, using bidirectional LSTMs for understanding the sequence and connectionist temporal classification to 

automatically segment the output. The review that follows will look at 10 important pieces within this field. In this 

study, the authors show that a CNN-BiLSTM system used on the IAM dataset has an accuracy of 90%, with only 

3.59% error at the character level and 9.44% error at the word level [5]. To improve the results further, the researchers 

adjusted the images being read during testing by tilting and skewing the text and this reduced word errors by an extra 

2.5%. It highlights mistakes and presents hard cases and anyone is free to use and research the source code. In dealing 

with English handwriting recognition on paper, this [6] research uses a CNN-BLSTM-CTC network on the IAM 

database. It reads and identifies information from the marked areas of each NCE Admission form. The model had a 

CER around 9.33%, but recognition was more accurate with scanned images than with photos taken by a camera. 

This paper proposes using a CNN-BiLSTM model to detect both characters and numerals in images with handwritten 

text [7]. Both CNN and BiLSTM neural networks are used in the system to correctly read letters and characters. The 

scientists developed a new system for neural networks that separates handwritten text into easy-to-read patterns [8]. 

Applying it to five various handwriting datasets improved character recognition and reduced errors by 22% on the 

IAM dataset [9]. Researchers are using deep learning to determine if Easy OCR can read handwritten text. 

Handwriting is not easy to process because every person writes in a unique way and not many examples exist. They 

tackled this by making more practice handwriting available and using language models that have existing information 

about language [10]. The approach advocates flexible models and easy-to-compute systems to boost the accuracy of 

identification. 

To expand the use of hybrid models, the research in this article concentrates on recognizing Devanagari handwriting 

[11]. CNN-BiLSTM-CTC network captures both the space and the order of characters, resulting in high recognition. 

The proposed solution used synthetic data augmentation and a CNN-BiLSTM-CTC model for Chinese handwriting 

recognition. The use of many different handwriting styles improves the model, leading to much lower error rates [12]. 

It shows that synthetic data can enhance recognition of difficult scripts. They create a combination of CNNs and 

BiLSTMs using CTC loss to recognize written Vietnamese text. The study focuses on writing in the Gurmukhi script 

and uses a model named CNN-BiLSTM-CTC to identify handwritten images [13]. The method solves the difficult task 

of reading Arabic handwriting by using CNNs, BiLSTMs and CTC decoding. Thanks to this model, recognition is more 

accurate with Arabic script and writing from various people [14]. It recommends using custom preprocessing on 

complicated scripts to improve the efficiency of machine learning models. 

The VGG-16 framework, the model uses a specific box-like window to quickly find text in an image. A Monte Carlo 

principle can be used to calculate the areas of oddly shaped objects. To find text accurately, they established a method 

that breaks the image into sequences which helps pinpoint the coordinates of the nearby quadrilateral and makes the 

loss function smoother. They also use direct regression to find multi-oriented text, convolutional layers for extracting 

features, merges information from different levels and uses multi-task learning. Finally, the algorithm refines the 

results using a method called recalled NMS, improving its ability to detect difficult text. 
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These studies collectively demonstrate the efficacy and adaptability of hybrid CNN-BiLSTM-CTC models in 

handwritten text recognition across various languages and scripts. By integrating convolutional and recurrent neural 

networks with CTC loss, these models effectively capture spatial and sequential features, leading to improved 

recognition accuracy. Ongoing research continues to refine these architectures, addressing challenges such as 

handwriting variability, limited annotated data, and computational demands. 

METHODOLOGY: 

It is quite difficult to extract text from messy or handwritten images. But by using a CNN-BiLSTM model (in Figure 

1), this problem is solved directly. With both CNNs’ pattern recognition and BiLSTMs’ understanding of written 

language, the system manages to read text easily, even if the background is complex. The system analyses the pixels 

in the image by using its CNN part, much in the way an artist notices and recognizes edges, strokes and textures of 

letters and words [16]. This is important since it forms the base for finding and identifying text in the image. The 

CNN analyses the image using a sequence of layers. Slowly, the network faintly points out the areas of the image that 

are made of text. After that, they move on to the next section of the pipeline. After extracting the spatial features, the 

BiLSTM network is in charge. Standard LSTMs observe text by going left to right, but BiLSTMs review it going both 

from left to right and from right to left [17]. Using this approach helps the system understand the relationships 

between characters in any words being read which is very advantageous for those using it to recognize written text. 

In fact, a model can more accurately decipher relationships between characters or words by using both previous and 

following information in the text. 

 

Figure 1: Flow of proposed method 

The model can be used to find text in never-before-seen image files [18]. It means you give a visual input to the CNN 

which recognizes sections of text and identifies features. The features are sent to the BiLSTM which forecasts the 

order of characters or words. Text digested by the system is tidied up and can be used in industries such as converting 

documents, reading license plates or studying text found in images. When CNNs are paired with BiLSTMs, this 

method is accurate and capable of handling a wide range of inputs [19]. 



Journal of Information Systems Engineering and Management 
2025, 10(50s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 92 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License 

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

 

Figure 2: CNN-BiLSTM architecture model with CTC 

Most beneficial is that the model can be changed to address processing handwritten text, road signs or standard 

forms. The system includes two potent neural networks working together in an intelligent three-step manner. In the 

very start, convolutional layers zoom in on the image to spot small details such as strokes, curved parts and different 

markers that letters have. After that, the bidirectional LSTM reviews these features backward and forward to identify 

the links between characters and words. Finally, the system can turn these insights into understandable text despite 

not having each character in the correct place. This pipeline reports on written text from many people by moving 

progressively from patterns to context. 

The machine uses a 7-layer CNN for the task of Pattern Recognition.  

Handwritten images are fed into seven CNN layers that become more complex as the process continues. Batch 

normalization and max-pooling ensure that all the data goes through processing effortlessly, with emphasis on the 

most important features.  

1. The use of Sequence Labelling is known as BiLSTM-CTC. A bidirectional LSTM network with two layers each having 

128 neurons is used to analyse the extracted features by the system. When both the forward and the backward 

versions are studied, it helps the model notice the relationships between characters in the text.  

2. First, the BiLSTM gives an output which is processed by CTC to organize the predictions without having to align 

input and output with the same length. The output will have characters predicted by using probability distributions. 

All the word images in the data are gray and have been resized to ensure consistency. The values for each character 

range from A to Z, a space and various special characters. This makes the model perfect for use in OCR, scanning 

documents and understanding text written by hand. 

Reading handwritten text is not simple, as everyone has their own way of writing letters, spacing them out and 

occasionally writing over things [20]. This problem is addressed by using a combination: CNNs to find the structure 

of letters, BiLSTMs to clarify the settings of words and CTC to deal with errors in where each character is placed. By 

doing this, you avoid making mistakes when you manually try to take apart letters. Here’s the explanation for how it 

functions:  
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1. Data Preprocessing: 

When people write by hand, their text can be blurry, include smudges, be hard to read due to varying light and letters 

can differ in size. Before analysis, we work on the images to make everything more legible and regular [21]. To help 

the system pay more attention to reading the letters and less to their size, everything is made to a standard scale 

because handwriting can vary so much in size. Every image can be any size but will be shrunk to a fixed size of (128 

× 32) during training and when using the model. Normalizing the pixel values between [0,1] brings the model’s 

training times down. Pictures drawn by hand are sometimes blurry and have distorted lighting. The image is 

smoothed using the Gaussian filter to maintain its important features. It enhances contrast in the picture, allowing 

the text to be more easily distinguished. To increase the visibility of characters, the images are changed to a binary 

format. 

2. Sequence Modelling with BiLSTM 

CNNs cannot handle the order in which characters are written, since they focus on spatial features. BiLSTM networks 

are used to model how characters are connected [22]. The text in natural pictures is generally arranged in order (for 

example, words in a sentence). CNNs cannot handle the order in which characters are written, since they focus on 

spatial features. BiLSTM networks are used to model how characters are connected [22]. The text in natural pictures 

is generally arranged in order (for example, words in a sentence). 

X serves as the input to a CNN which is used to extract feature maps. First, the initial parts of the network highlight 

edge, common patterns and special letter designs in the image, like a person scanning the impression of the letters 

[23]. Convolution is defined as: 

𝐹𝑖,𝑗
𝑘 = ∑ ∑ 𝑋𝑖+𝑚,𝑗+𝑛𝑛𝑚 . 𝑊𝑚,𝑛

𝑘 + 𝐵𝑘                                    (1) 

where: 

• 𝐹𝑖,𝑗
𝑘 represents the feature map at position (i,j) for the kth filter, 

• 𝑋𝑖+𝑚,𝑗+𝑛 is the input image pixel at position (i+m, j+n), 

• 𝑊𝑚,𝑛
𝑘 denotes the weights of the filter, 

•  𝐵𝑘is the bias term. 

Once the visual features are extracted, the system arranges them in a series and reviews them using a BiLSTM 

network. BiLSTM reads not just from the beginning of the text toward the end, it also captures information from the 

characters following the present character in the text [24]. Applying the analysis from both sides helps the system 

know more about the relationships among characters. At every step in the sequence, the model stores two sets of 

information: what it has learned throughout the input (forward pass) and what it has learned from the final results 

working backwards (backward pass): 

ℎ𝑡
→ =  𝜎(𝑊𝑥

→𝑥𝑡 + 𝑊ℎ
→ℎ𝑡−1 + 𝑏→)                   (2) 

ℎ𝑡
← =  𝜎(𝑊𝑥

←𝑥𝑡 + 𝑊ℎ
←ℎ𝑡−1 + 𝑏←)                  (3) 

The BiLSTM combines what it learned from reading the text in both directions (left-to-right and right-to-left) to 

create its final understanding: 

𝐻𝑡 =  ℎ𝑡
→ ⊕ ℎ𝑡

←                                                  (4) 

where ⊕ denotes concatenation. This enables our model to capture long-range dependencies between characters, 

improving recognition accuracy. 

Extracting text from photos that have different lighting, lots of background objects and text of different sizes is very 

difficult [25]. It is common for standard OCR tools not to read text efficiently from messy documents. Applying both 

CNN and BiLSTM to the same problem gives better results. With the CNN, the image is made into a feature map that 

accentuates the text parts and removes background details. After the feature map is made sequential by the system, 
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BiLSTM examines the text once from left to right and then again from right to left. Due to this, the network is better 

able to understand the relationships between characters than a typical one-way LSTM can manage. As text 

recognition relies on bidirectional processing, it becomes better in recognizing text that is distorted, blocked by other 

text or covered [27]. After a BiLSTM provides character probabilities, they are turned into readable text. Spell-

checking and aligning the text are additional techniques used to improve the extracted text. 

Algorithm: Hybrid CNN-BiLSTM with CTC for Text Extraction: 

1. Initialize CNN-BiLSTM model with CTC decoder θ 

2. Load training images and corresponding text labels 

3. For each epoch do 

4.        For each batch of images do 

5.               Convert images to grayscale and resize to fixed height 

6.               Normalize pixel values and apply data augmentation 

7.               Extract feature maps using CNN layers: F = CNN (preprocessed_images) 

8.               Reshape F into sequences for RNN input 

9.               Pass sequence to BiLSTM: H = BiLSTM(F_seq) 

10.               Compute character probabilities using dense + SoftMax layers 

11.               Calculate CTC loss: L_ctc = CTC (H, ground_truth_text) 

12.               Update model parameters: θ = θ - η ∇L_ctc 

13.        End for 

14. Evaluate model on test set using accuracy and edit distance metrics 

These systems frequently fail when the document has people in it or the background is distorted. Currently, CTC 

decoding is used together with CNNs and BiLSTM networks to address the issues mentioned above [28]. After that, 

CTC converts these features into readable text even when the alignment is not exact. Even though this is a better 

solution than standard OCR, it requires more computer power because of using CNN and BiLSTM at the same time. 

𝑂(∑ 𝐻𝑙
′𝐿

𝑙=1 𝑊𝑙
′𝐶𝑖𝑛𝑙𝐶𝑜𝑢𝑡𝑙𝐾𝑙

2 + ∑ 8𝑇𝑚(𝑑𝑚 + ℎ𝑚)ℎ𝑚
𝑀
𝑚=1 )                (5) 

This part represents the total computational cost of all CNN layers in the model. 

• L → Number of convolutional layers. 

• 𝐻𝑙
′𝑊𝑙

′→ The dimensions (height and width) of the feature map produced by the layer 𝑙. 

• 𝐶𝑖𝑛𝑙→ Number of input channels in layer 𝑙. 

• 𝐶𝑜𝑢𝑡𝑙→ Number of output channels (filters) in layer 𝑙. 

• 𝐾𝑙→ Kernel size (assumed square, so 𝐾𝑙  𝑥 𝐾𝑙). 

CTC is created for sequence-to-sequence problems and can do this without aligning the input and output information. 

For text recognition, a CNN examines an image to produce feature maps that indicate text areas, but blur the 

background. BiLSTM handles sequences by exploring their relationships in both directions [29]. 

The BiLSTM generates character probabilities at each timestep, which CTC then integrates across all possible 

alignment paths to compute the overall sequence likelihood: 

𝑃(𝑌|𝑋) =  ∑ 𝑃(𝜋|𝑋)𝜋∈𝛽−1(𝑌)                                     (6) 

where: 

• Y is the target text sequence, 

• Π represents possible alignments of Y with input X, 

• 𝛽−1maps all valid paths to the final sequence. 
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To correctly identify distorted or badly spaced words, the CTC (Connectionist Temporal Classification) approach 

introduces a flexible token that fills any empty space. As a result, characters are properly placed, regardless of the 

spacing between them. 

 

Figure 4: CTC depiction with exact mappings  

CTC differs from others since it allows input and output sequences to differ in length. It looks at each variety of 

matching patterns, despite any delays or gaps in timing. Because of its adaptable nature, it performs handwriting and 

speech recognition better, since their inputs can vary. To understand how the CTC loss function works, it is important 

to know about these alignments found in Figure 4. 

Forward-Backward Algorithm for CTC Loss 

Bi-LSTM with CTC is able to predict the most likely output at each step using information obtained from analysing 

data both forwards and backwards. Because of this, the model is able to consider all surrounding details, helping it 

makes more accurate predictions. After that, CTC estimates the probability of every solution and merges them to 

reach the most accurate answer. This tool is best suited for dealing with handwritten text that is difficult to decipher. 

CTC loss is computed using dynamic programming with a forward-backward algorithm to efficiently sum over all 

valid alignments. The forward variable 𝛼𝑡(𝑠) represents the chance of being in state 's' when time equals 't': 

𝛼𝑡(𝑠) = 𝑃(𝑥𝑡|𝑠) ∑ 𝛼𝑡−1(𝑠`)𝑠`∈𝑝𝑟𝑒𝑣(𝑠)                          (7) 

where prev(s) includes valid previous states (allowing transitions from same character, blank, or next character. The 

total probability of the output sequence is obtained by summing over all final states: 

𝑃(𝑌|𝑋) =  ∑ (𝛼𝑇(𝑠))𝑠                                                  (8) 

With CTC loss training, the model can predict texts with no alignment, so it becomes very competent at extracting 

data from messy and noisy scenes such as from documents, signs on roads and older books. 

RESULTS: 

The system delivers excellent results in both locating and interpreting text within images, outperforming other 

methods in complex backgrounds [32]. The CNN effectively isolates text regions, while the BiLSTM provides robust 

contextual understanding for accurate recognition. Unlike Tesseract or EAST, our hybrid approach excels in 

separating text from noisy or cluttered backgrounds. The system combines CNN's visual pattern recognition with 

BiLSTM's contextual understanding to maintain strong performance across difficult conditions. The BiLSTM 

component allows our model to understand the relationship between characters and words, making it more accurate 

than CRNN or Mask R-CNN, which lack this level of contextual analysis. This algorithm prioritizes accuracy over raw 

speed, making it ideal for practical applications where precision matters—like reading license plates, digitizing 

documents, or analysing text in real-world scenes. While not the fastest option available, it offers a strong balance of 

performance and reliability. The system can also be customized for specific tasks, giving it an edge over more rigid 

alternatives. 
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Figure 3: Results of the existing and proposed algorithm applied on complex background images from ICDAR 2015 

and SVT dataset 

The hybrid CNN-BiLSTM algorithm stands out as a superior solution for extracting text from complex background 

images results are shown in figure 3. Its combination of spatial feature extraction and bidirectional contextual 

understanding ensures high accuracy and robustness, making it the best choice for real-world applications. 

Table 1: Behaviour of Algorithms on considered parameter in extraction of text 

Algorithm Text 

Detection 

Accuracy 

Text 

Recognition 

Accuracy 

Handling 

Complex 

Backgrounds 

Speed Contextual 

Understanding 

Tesseract Moderate Low Poor Fast Limited 

EAST High Moderate Moderate Very Fast Limited 

CRNN High Moderate Moderate Moderate Moderate 

Mask R-CNN High Moderate Moderate Slow Limited 

Attention-

based OCR 

High High Moderate Moderate High 

Hybrid CNN-

BiLSTM 

Very High Very High Excellent Moderate Very High 

 

This solution delivers highly accurate performance for locating text in images and correctly interpreting the 

characters, outperforming conventional methods, especially in complex backgrounds. The combination of CNN and 

BiLSTM allows for precise text region isolation and robust contextual analysis, leading to superior recognition 

accuracy [33]. Unlike Tesseract or EAST, which often struggle with cluttered or noisy backgrounds, our hybrid 

approach effectively differentiates text from its surroundings the behaviour of algorithms is tabulated in table 1. The 

CNN efficiently extracts key features, while the BiLSTM enhances understanding by capturing bidirectional context, 

significantly improving recognition accuracy. 

Table 2: Accuracy Matrices for different algorithms for complex background text extraction 

Algorithm Precision Recall F1 Score Accuracy 

Tesseract OCR 72.3% 68.9% 70.6% 75.1% 

EAST 80.1% 76.3% 78.2% 81.4% 

CRNN 83.5% 80.7% 82.1% 85.0% 

Mask R-CNN 85.2% 82.4% 83.8% 87.1% 
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CTPN 86.7% 84.1% 85.6% 88.7% 

Proposed Hybrid 

(CNN+ BiLSTM) 

91.7% 89.3% 90.4% 93.2% 

 

Compared to CRNN and Mask R-CNN, which lack deep contextual relationships between characters and words, our 

model benefits from the BiLSTM’s sequential understanding, making it more reliable [34]. This method prioritizes 

accuracy while maintaining reasonable processing speeds, making it ideal for real-world applications were precision 

matters most. For detailed performance comparisons across different algorithms, see Table 2. and the same is 

graphically represented in figure 5. Additionally, the flexibility of our method allows fine-tuning for specialized tasks 

such as license plate recognition, document digitization, and scene text analysis, offering greater adaptability than 

other models. 

 

Figure 5: Accuracies of different algorithms 

Table 3: Time complexities of different algorithms  

Algorithm Keypoints 

Detection 

Descriptor 

Extraction 

Optimization 

step 

Classification Overall 

Complexity 

Tesseract 

OCR 

𝞞(N) 

(character-

wise) 

𝞞(N)(template 

Based 

matching) 

 

𝞞(1) 𝞞(1) 𝞞(N) 

 

EAST 𝞞(𝑁2)(fully 

convolutional) 

 

𝞞(𝑁2)(pixel-

wise feature 

extraction) 

𝞞(𝑁2)(non-max 

suppression) 

𝞞(1) 𝞞(𝑁2) 

CRNN 𝞞(N)(CNN 

feature 

extraction) 

 

𝞞(NT)(RNN 

Processing) 
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Text recognition algorithms vary in their computational complexity based on different processing steps, including 

keypoint detection, feature extraction, optimization, and classification [35]. Traditional methods like Tesseract OCR 

work sequentially, processing characters one by one, resulting in a linear time complexity, O(N). In contrast, deep 

learning-based approaches like EAST and Mask R-CNN require more computation due to their pixel-wise feature 

extraction and region proposal networks, both operating at O(N^2)O(N2). Different time complexities are tabulated 

in table 3. 

Table 4: Accuracy of existing and proposed algorithm on different dataset 

Dataset Considered Accuracy existing method Accuracy achieved with 

proposed method 

ICDAR 2015 92.54 98.50 

SVT (Street View Text) dataset 90.72 98.80 

 

CRNN, which combines convolutional and recurrent layers, introduces an additional factor TTT for sequence length, 

leading to O(NT)O(NT)O(NT) complexity in descriptor extraction and optimization. Similarly, CTPN, which detects 

text regions using a combination of CNNs and RNNs, also follows O(N2)O(N^2)O(N2) complexity due to anchor 

refinement and text line detection. The proposed Hybrid CNN+BiLSTM model improves accuracy significantly 

(93.2%) but requires O(NT+N2) O (NT + N^2)O(NT+N2) complexity due to its sequential and convolutional 

processing.  

While deep learning models generally provide better accuracy, they come with higher computational demands. This 

trade-off between efficiency and performance is crucial when choosing the right model, for time-sensitive 

applications, processing speed becomes just as important as accuracy. The ideal solution depends on finding the right 

balance between recognition performance, system requirements, and practical needs. Our proposed CNN-BiLSTM-

CTC model significantly improves text extraction accuracy from complex background images. When evaluated on the 

ICDAR 2015 dataset, our method achieved 98.50% accuracy, outperforming the existing 92.54%. Similarly, on the 

SVT (Street View Text) dataset, our approach reached 98.80%, surpassing the previous 90.72%. The strong 

performance highlights how well this approach works—using CNNs to detect text, BiLSTMs to understand character 

sequences, and CTC to seamlessly convert features into readable words (see Table 4 for detailed results). By 

enhancing robustness against noise, distortions, and varying fonts, our model provides a reliable solution for real-

world applications such as automated document processing, street sign recognition, and assistive technologies. 

CONCLUSION 

The hybrid CNN-BiLSTM methodology provides an effective solution for extracting text from complex background 

images. Combining these architectures produces highly accurate and reliable results, making the system practical for 

real-world use. Extracting text from cluttered images remains challenging due to factors like poor lighting, diverse 

fonts, visual noise, and distortions. The hybrid approach using CNNs, BiLSTMs, and CTC effectively tackles these 

difficulties, delivering precise text recognition even in tough conditions. 

The CNN component efficiently identifies and extracts text features from complex backgrounds, even in visually 

crowded environments. The BiLSTM layer analyses sequential patterns, allowing the system to handle diverse fonts, 

orientations, and text sizes. By using a CTC decoder, the model avoids manual character segmentation, directly 

translating visual features into accurate text output. Experimental results show high performance, with 98.50% 
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accuracy on the ICDAR 2015 dataset and 98.80% accuracy on the SVT (Street View Text) dataset. These results 

outperform state-of-the-art models, showcasing the robustness of our method in handling real-world challenges such 

as motion blur, uneven lighting, and occlusions. While our model performs exceptionally well, future improvements 

will focus on handling extreme conditions, including heavy occlusions, perspective distortions, and multilingual text 

extraction. Additionally, integrating attention mechanisms and transformer-based models could further enhance 

accuracy and adaptability. 

Our CNN-BiLSTM-CTC architecture represents a major advancement in text extraction from complex backgrounds. 

This system delivers high accuracy and adapts well to different scenarios, making it ideal for real-world use. It can 

reliably process documents, read street signs, digitize financial records, and even assist users with accessibility needs. 

By automating text extraction, it streamlines workflows and makes information easier to access. 
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