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This paper suggests a lossless way to encrypt and decrypt speech using an algorithm based on a
chaotic map. The primary goal is to preserve audio signal confidentiality while preserving bit-
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are first transformed to a 16-bit integer representation. A Suresh Nakum and Mehul Shah's
(SNMS) map and logistic map is used to construct a random chaotic sequence. This sequence is
used for two layers of encryption, permutation of audio samples and XOR-based diffusion with
16-bit keys formed from chaotic values. The beginning parameters, which operate as secret
keys, are used to construct the exact same chaotic sequence during decryption, and the
encryption operations are reversed in the exact order they were performed. The suggested
method achieves flawless reconstruction with no quality loss by guaranteeing that the original
and decrypted audio signals are bit-exact. The efficacy and resilience of the approach are
demonstrated by experimental validation. The encrypted speech signal does not reveal any
meaningful information when analyzed through its histogram, frequency spectrum, and
spectrogram also the largest difference between the original and decrypted samples is zero. For
applications like voice communications, military audio or biometric systems, this method is
promising.
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INTRODUCTION

Protecting speech signals during transmission has become essential in the age of fast digital communication, especially in
delicate fields like telemedicine, military communications, and intelligent Internet of Things applications. Speech signals
present special difficulties for real-time encryption, in contrast to text data. Strong mathematical security is provided by
traditional cryptographic approaches like AES, DES and RSA, but because of their high computational complexity and
resource requirements particularly in embedded and low-power systems they are frequently inappropriate for real-time
audio transmission [1][2].

Researchers have looked into chaotic systems for speech encryption as a solution to these issues. Because of their extreme
sensitivity to initial conditions, unpredictability, and ergodicity, chaotic maps are great options for producing safe, pseudo-
random sequences that are necessary for encryption [3]. In terms of unpredictability and key sensitivity [4][5], for instance,
the application of logistic chaotic maps to scrambling voice signals has demonstrated encouraging outcomes [6].

In addition to chaotic approaches, new neural network based security techniques have been made possible by the
development of deep learning, particularly Convolutional Neural Networks (CNNs). Voice-based authentication systems
and speaker identification have successfully employed using CNN in [7].

In order to permute voice data over various quantization levels, additional research has suggested multi-map techniques,
such as mixing logistic, tent, baker and Bernoulli maps [8][9]. By improving diffusion and confusion qualities, these
techniques improve security nevertheless; they may also cause processing overhead and synchronization issues. Some
researchers have used Verilog or VHDL to develop chaos-based systems on FPGAs in order to optimize for hardware
efficiency [1][10][11], and they have achieved reductions in hardware resource usage of almost 10x [12]. High-dimensional
and fractional-order chaotic systems have also been used to increase the complexity of chaotic behavior, which broadens the
key space and strengthens defenses against cryptanalysis [13], [14]. These methods, however, have problems with precise
synchronization and numerical instability, especially when used on hardware platforms.
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Another area of speech related research combines signal transforms such as the Descrete Sine transform (DST), Discrete Cosine
Transform (DCT) alone[15]. Fast Fourier Transform (FFT), with chaotic encryption. These systems use chaotic sequences to
permute and substitute the real and imaginary parts of the speech spectrum, producing strong encryption results and a
decrypted signal with high perceptual quality [2]. To further improve security and bandwidth usage, compressed sensing (CS)
has been used to jumble speech signals while lowering transmission overhead [16].

Despite these developments, current methods frequently have shortcomings such as high computational complexity, limited
hardware flexibility, tiny key spaces, and susceptibility to differential attacks. These problems underscore the increasing demand
for highly secure, hardware-efficient, and lightweight voice encryption techniques that function well in real-time situations. In
response, the current work suggests a unique encryption framework that ensures minimal latency and excellent perceptual
quality while utilizing the advantages of chaotic systems, particularly those that are tuned for embedded contexts. The goal of
the solution is to close the gap between robust security assurances and workable viability for speech communication systems in
the real world.

OBJECTIVES

This paper aims to design, implement, and evaluate speech encryption method using advanced chaotic systems for secure voice
communication. The proposed approach generates highly sensitive and unpredictable pseudo-random sequences from chaotic
maps, forming the core of a robust encryption mechanism. By leveraging chaos theory, the technique ensures strong confusion
and diffusion properties essential for cryptographic security. To evaluate the effectiveness and randomness of the encrypted
signals, the system incorporates security metrics such as entropy analysis, Number of Samples Changing Rate (NSCR), Unified
Averaged Changed Intensity (UACI), and Peak Signal-to-Noise Ratio (PSNR). A primary objective is to eliminate residual
intelligibility in the ciphertext, making unauthorized interpretation infeasible. Despite strong encryption, the method preserves
speech intelligibility and fidelity upon decryption, maintaining low distortion and high perceptual quality. The technique is
computationally efficient, suitable for real-time applications. Large key space enhances resistance to brute-force attacks, while
correlation analysis and high mean square error (MSE) values confirm the system’s robustness. Additionally, resilience against
statistical and differential attacks demonstrates its cryptanalytic strength. Overall, this study presents a secure and efficient
scalable voice encryption framework.

METHODS

This encryption methodology leverages the unpredictability and sensitivity of chaotic systems along with the pseudo-
randomness of Pseudo Random Noise (PN) sequences to achieve robust and secure signal encryption. The system is designed for
signals such as audio, where the integrity and confidentiality of the content are critical.

1. Signal Partitioning
Let the input signal be denoted as a vector S= [s1, s2..., sN]

To enable parallel and differential encryption, the signal is divided into four equal sub vectors S=S1||S211S311S4

Where each si_represents a sub-vector of S, with length of [IS1l1=[1S2[|=11S31I=1IS4I=N/4 assuming N is divisible by 4.

2. Chaotic Sequence Generation

Lyapunov Exponent

Calculated Values

T T N
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Fig.1. A plot of the Lyapunov exponent illustrating the chaotic behavior of the SNMS map
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The chaotic sequences C1 generated by Suresh Nakum and Mehul Shah's (SNMS) map is a novel designed one dimensional
chaotic map having properties of the non-linear dynamic system, which is defined by equation(1). Figure 1 displays the SNMS
chaotic map's Lyapunov exponent plot. It is evident from the graph that the Lyapunov exponent is a non-decreasing function,
supporting the map's dynamic sensitivity and potential applications in random number generation systems [17].

Xo+1= 12 * Sin (aXa?-4) - (1-1)* Cos (nXn>-3) Eq. --- (1)  and
C2 are generated using the logistic map equation (2) a well-known chaotic function [2][11]
Xn+1=r*Xn(1-xn) Eq. --- (2)

Where Xu € (0, 1), r€ (3.57, 4] ensures chaotic behavior, Initial values xo(1) and x0(2) are used to generate C1 and C2,
respectively

The sequences are discretized and scaled using equation (3) to match the signal domain range, 16-bit integers, typically by
CiIn] =[x[n] ® x65535|mod 65535, k=1, 2. Eq. (3)
3. PN Sequence and Key Generation

PN sequences Key1, Key2, Key3, and Key4 are generated using linear feedback shift registers (LFSRs) or derived from random
seeds. Each sequence matches the length of the respective segment si

Ki=[keyi, 1,keyi,2,...,keyi,i keyi,N/4]. Where i=1, 2, 3,4

Optionally, four encryption keys Key1 to Key4 can be derived from the chaotic sequences or external parameters, enhancing
security.

4. Segment-wise XOR Encryption
Each signal segment is encrypted using an XOR operation with its corresponding PN sequence, as defined in Equation (4).
Ei=Si®Ki Eq. - (4)
i=1, 2, 3, 4 this operation introduces randomness and diffusion to each sub vector of the signal.
5. Encrypted Signal Concatenation
All four encrypted segments are concatenated
E=E1||E2||E3IIE4. Where E is the intermediate encrypted signal of the same length as S.
6. Permutation Using Chaotic Sequence
The vector E is permuted based on a permutation index 7 derived from chaotic sequence C1.
Let: m:{1,2,...,N}—{1,2,....N} be a bijection obtained by sorting C1 and mapping indices. Equation (5) gives the permuted signal.
E'=[Ex (1), Ex (2)... Ex (N)] Eq. - (5)
This step introduces confusion and destroys spatial correlation.
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7. XOR with Chaotic Sequences
The permuted signal E' undergoes two XOR operations as in equation (6).

E"= (E'®C1) C2 Eq. --- (6)
Here, C1 and C2 are aligned with E’ in length. This step increases entropy and nonlinearity.

8. Final Multi-Layer XOR
The output E" is encrypted through four successive XOR operations equation (7) using the PN sequences.

E_final= ((E"@®K1)DK2)DK3)BK4 Eq. ---(7)
Each layer adds complexity, making reverse engineering or differential analysis significantly more difficult.

The final encrypted output E_ final is highly nonlinear, sensitive to initial conditions, and exhibits no visible correlation with the
original signal S. The scheme is lightweight, and suitable for real-time secure multimedia transmission.

When assessing the performance of a speech signal encryption system, several metrics are used to ensure both security and
efficiency [1][17]. One such metric is the PSNR equation (8), which evaluates the level of distortion between the original and
decrypted signals. It is computed as

PSNR=10*log10 ((Amax) >/MSE) Eq. --- (8)
Where Amax is the maximum amplitude of the signal. A lower PSNR indicates more effective encryption. This works in

conjunction with the MSE equation (9), which measures the average squared difference between the original and decrypted
speech samples

MSE=1/L (3[s (k) —s'(k)] %) Eq. --- (9) Where K range from 1 to L.

where s(k) and s'(k) represent the original and encrypted signal samples, and L is the total number of samples. For analyzing
resistance to differential attacks, we use two important parameters NSCR equation (10) and UACI equation (11) is defined as

NSCR=1/L (Y. D (k)) x100 Eq. - (10)

Where D (k) =1 if s'(k) # s(k) and otherwise. Here, s (k) is the original sample, and s’(k) is the encrypted sample. NSCR
quantifies the percentage of changed samples between the original and encrypted signals. Meanwhile, UACI is given by

UACI=1/LYJs(k)—s'(k)/Amaxx 100 Eq. --(11)
That measures the average amplitude variation caused by encryption. A high UACI indicates strong diffusion.
In addition, Shannon Entropy equation (12), calculated as

H=-YS, (k) log Sp (k) Eq. -—- (12)

Where Sp(k) is the probability of sample amplitude level k, assesses the randomness in the encrypted signal, ideally approaching
16 for 16-bit signals.

Finally, Encryption time, measured in milliseconds, determines speed, and key space, ideally larger than 2190, ensures resistance
against brute-force attacks. Together, these metrics validate the encryption scheme’s robustness and efficiency for secure speech
communication.

RESULTS AND DISCUSSION

The audio signals Fig.2 for experimentation were taken from references [18], [19], and [20]. Signal-1 Music [20] was sourced
from GetSampleFiles.com and contains WAV audio music files. Signal-2 Military Radio [18] was taken from SampleFocus.com,
featuring speech samples related to radio communication. Signal-3 English-Speaking [19] was obtained from the ITU technical
report, including English speech data.The encrypted signals have dense, noise-like distributions and no distinguishable speech
characteristics, in contrast to the original signal's obvious harmonic or periodic structure Fig.3.
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Fig.2. Original Audio Signals 1 2 and 3[18-20]
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Fig.3. Encrypted Audio Signals1 2 and 3.

The spectral content hides the original information by appearing dispersed over all frequencies Fig.4, which is a desirable
feature. Both in the temporal and frequency domains Fig.5, this noise-like appearance guarantees that the encrypted signal
closely mimics random noise, rendering it incomprehensible to analytical instruments and human listeners alike. All of these
findings support the idea that the encryption method is suitable for high-security audio and voice communication systems since
it not only mathematically safeguards the signal but also obfuscates it visually and acoustically.
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Fig.5. Spectogram of Encrypted Audio Signals 1 2 and 3
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Fig.6. Histogram of Encrypted Audio Signals 1 2 and 3

The enormous key space of 2256, which provides high number of possible key combinations compared to [7] and effectively
makes brute-force attacks impossible, strengthens the suggested encryption method's strength. Unauthorized decryption
attempts are nearly impossible with this degree of security, even with enormous processing power. Additionally, the robustness
of the technique is supported by visual analysis of the encrypted signals. The distribution of amplitude values in the encrypted
signals is almost uniform, with no obvious pattern or structure, as can be shown in the histogram plots Fig.6. A characteristic of
well-encrypted data is this flat, uniform histogram, which indicates that the output is statistically random.

W Decrypted Signal Decrypted Signal Decrypted Signal
T T T T T T
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0.5
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Fig.7. Decrypted Audio Signals 1 2 and 3

Decryption is successful, and the original data was accurately recovered Fig.7. The performance of the suggested encryption
technique when applied to three distinct signals is shown and examined in this section. Signal length, encryption time, entropy,
correlation, MSE, NSCR, UACI, SNR and PSNR are among the metrics that are used in the evaluation. Table 1 provides a
summary of the findings.

Three signals of different lengths were used to assess the encryption method's performance and flexibility. With 503,808
samples in length, the first signal took roughly 0.0559 seconds to encrypt. The third and shortest signal, which was only 64,000
samples long, was encrypted in a quick 0.0079 seconds, while the second, which was the longest at 1,650,176 samples, took
about 0.1741. These findings demonstrate that the encryption approach is effective even for huge datasets and scales well with
signal size.
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Table. 1. Experimentation results for 3 Audio Signals 1 2 and 3

Parameters Signal-1 Signal-2 Signal-3
Music[20] Military Radio[18] English-Speaking[19]
Length-> L 503808 1650176 64000
MSE 551811407.3432 538569506.8547 540294040.0552
NSCR 99.9999% 99.9999% 99.9999%
Correlation 0.0011 0.0003 -0.0054
UACI 25.35 25.04% 25.10%
PSNR 8.9116 dB 9.0170 dB 9.0032
Entropy 14.9037 14.9717 14.15
SNR 40.3200 dB 36.8595 dB 24.0205
Encryption time->Et 0.055963 0.174140 0.007873
Frame Encryption time=Et*S/L= 100u 98uSec 93uSec 108uSec

Sec Approx., S=no. of samples

The algorithm showed remarkable speed in frame-level processing. Each frame of encryption took about 100 microseconds to
complete; Signal-1 took 98 us, Signal-2 took 93 us, and Signal-3 took 108 ps. Because of its quick execution, the approach is a
good fit for contexts with limited resources or real-time requirementsim proved then [15][13].

The encryption demonstrated strong unpredictability and resilience to statistical attacks by achieving near-maximum entropy
Signal-2: 14.9717. High sensitivity was demonstrated by the NSCR of 99.9999%; in secure systems, almost all samples changed
as anticipated. The UACI readings of 25.35%, 25.04%, and 25.10% show steady but noteworthy variations in intensity. A modest
correlations 0.0011, 0.0003, -0.0054 that displayed values that were almost zero or negative better compared to [2][4][11][15].

Strong distortion was further confirmed by a high MSE 538—551 million in comparison to [1][10][12]. Secure scrambling is
supported by low PSNR ~9 dB compared. 50 dB in [11][2] and decreasing SNR 40.32, 36.86, 24.02 dB. For safe speech
encryption, the technique works well and is technically sound.

CONCLUSION

The encrypted signal exhibits a uniform histogram, indicating the absence of amplitude patterns, while the spectrogram shows
no identifiable time-frequency features. Similarly, the frequency spectrum lacks distinct peaks, closely resembling random noise.
These characteristics confirm that the encryption method effectively conceals all perceptual and statistical features of the
original speech signal. The results further demonstrate that the technique offers complete reversibility, along with strong
security properties such as high entropy, full sample alteration, and low correlation with the original signal. Notably, it achieves
these features with minimal encryption time, making it a practical solution for the secure transmission and storage of voice data.
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