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1. INTRODUCTION 

Digitalisation of human resource management has reached a point where artificial intelligence (AI) 

technologies are revolutionising age-old talent acquisition practices. This shift goes beyond mere 

automation to incorporate advanced decision-making mechanisms that determine how companies 
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recognize, assess, and interact with prospective applicants (Suen et al., 2019). With the highly 

competitive global talent markets and the increasing demands by job candidates for an even higher 

quality process in matching to their most preferred employers, companies are forced to embrace 

technological offerings that can enable their operations to be superior and that can provide them with 

the scalability needed to achieve their strategic objectives. 

Nonetheless, the introduction of AI in the recruitment process is not just an upgrade of the technological 

aspect but rather a paradigmatic change concerning the socio-technical systems that operate in the 

talent acquisition environment. Such a change brings enigmatic issues of the balance between 

algorithmic efficiency and human judgment, whether the tendency to tech skew biases further 

represents a challenge to eliminate existing inequities, and the overall implications of the technique in 

regards to employment practices in a more automated environment (Raghavan et al., 2020). Although 

some stakeholders point out that AI can be used to wipe out human bias and make decisions more 

consistent, critics fear the formation of algorithmic bias that can negatively affect some demographics. 

Current knowledge about the phenomenon of AI adoption in any HR environment is modest, and the 

existing sources tend to concentrate on the technical opportunities and downplay the organizational 

and social consequences. This study bridges the gap in the existing literature by utilising the proven 

theory of technology adoption to comprehend how and why companies adopt AI in the recruitment 

process and critically analysing the results and unintended consequences of adoption. This research will 

offer an in-depth examination of AI during the current talent acquisition process based on the empirical 

research of organizational practices, the perspective of stakeholders, and implementation results. 

Because of the use of the mixed method in quantitative analysis of adoption patterns and qualitative 

feedback of practitioners and candidates, we will aim to create a perspective understanding of how AI 

is changing the entire recruitment process, facing the issues and prospects of the effective 

implementation of it. 

 

2. THEORETICAL FRAMEWORK 

2.1 Technology Acceptance Model (TAM) in HR Context 

The Technology Acceptance Model, which was first proposed by Davis (1989), offers a starting point in 

the comprehension of how and why individuals and organizations embark on new technology. The 

concept of TAM applies in the case of AI in recruitment since its fundamental variables, perceived 

usefulness and perceived ease of use, are used to explain adoption choices among HR professionals. 

Nevertheless, traditional TAM needs adaptation to reflect the peculiarities of AI technologies, which are 

related to the inability to comprehend the processes inside them, and the possibility of self-decision-

making capabilities. Some newer additions to TAM in the context of AI involve the inclusion of 

substantial constructs like the trust in a system of AI, threat of algorithmic prejudice, and perceived 

agreement with the current HR policies (Venkatesh & Bala, 2008). Such extensions are more applicable 

in a case where recruitment decisions can cause enormous implications to an organization and to an 

individual as well. 

2.2 Socio-Technical Systems Theory 

The complementary approach to the integration of AI in recruitment can be presented through the 

Socio-Technical Systems Theory (Trist and Bamforth, 1951), which focuses on the interdependence of 

technological systems and social structures. This school of thought is built on recognition of the fact 

that the successful implementation of AI should be understood as a need to adjust technology as per 

organizational culture, the way work is done, and human capabilities. The socio-technical view also 

emerges when analyzing AI technologies in recruitment scenarios due to the influence of such 

technologies on current HR frameworks, organization structures, and the professional identities of 
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those who perform recruitment activities. It also highlights the need to look at the implications on the 

broader stakeholders, like candidates, and the effect on hiring managers and the organization culture. 

2.3 Theory of Fairness and Algorithmic Bias 

Along with the implementation of AI in the recruitment sector, it is vital to consider the theories of 

algorithmic bias and fairness. According to Barocas and Selbst (2016), there are three main types of bias 

in the system of algorithms, namely, biased training data, biased algorithm design, and biased 

interpretation of results. These mechanisms are essential in the development of objective, efficient AI 

hiring systems. AI systems have been conceptualized based on their principle of fairness in different 

dimensions as individual fairness (similar persons treated in similar ways), group fairness (different 

demographic groups treated equally), and procedural fairness (transparent and consistent process). 

These notions are the frameworks by which the AI recruitment systems can be evaluated. 

 

3. LITERATURE REVIEW 

3.1 Evolution of AI in Recruitment 

Nowadays, the use of AI in the recruitment process can be as well-developed as an initial interview or 

evaluation of personality traits and forecasting future job performance (Black & van Esch, 2020). The 

initial applications concentrated more on automating the administrative work, and the current systems 

are increasingly including predictive analytics and natural language processing to enable the decision-

making process at complex levels. Chamorro-Premuzic et al. (2016) describe the history of the 

transformation of the traditional psychometric tests to the AI-driven evaluation of talent portrayed 

within the digital footprints, the activity of social media, and the behavioral patterns. It is an evolution 

of wider trends towards data-based, rather than gut-based, decision-making in HR, which is, however, 

subject to data protection, the issue of consent, and concern about the reliability of non-traditional 

assessment frameworks. 

3.2. Patterns of Organizational Adoption 

The study of the use of AI in HR also demonstrates that there are big differences in approaches to 

implementation and results. According to Van Esch and Black (2019), there are three dominant 

adoption patterns: exploratory adoption (small-scale pilot programs), strategic adoption (deployment 

of certain areas in the recruitment process), and comprehensive adoption (integration of the whole 

organization). All the patterns indicate various organizational competencies, risk-taking abilities, and 

strategic preferences. The determinants of adoption are the size of an organization, industry, the 

presence of technology infrastructure, and a company's innovative adoption, among other things 

(Sharma & Sharma, 2020). The adoption rates are found to be larger in bigger organizations that have 

established an HR technology platform, whereas smaller organizations tend to face resource restrictions 

that do not fully allow AI implementation. 

3.3 Effect on Recruitment Processes 

The empirical surveys of the AI influence on the recruitment process have conflicting outcomes. Among 

the positive impacts, there will be a shorter period needed to hire an employee, higher rates of screening 

accuracy, and a better applicant experience due to always-available chatbots (Mehta & Bhavsar, 2018). 

Nevertheless, research also finds weaknesses such as incorrect positivity in an automated screening 

process, candidate dissatisfaction with the depersonalisation of the process, and the ability to combine 

the decision of AI recommendations and incorporate human decision-making. According to Florentine 

(2018), AI screening tools can reduce time-to-hire by half to three-quarters in organisations that use 

them, but warns that some of these improvements might be achieved at the expense of employee 

potential due to a reduction in delicate assessment. This efficiency-comprehensiveness trade-off is one 

of the main trade-offs in AI-enabled recruitment. 
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3.4 Fairness and prejudice issues 

Algorithms' bias in hiring has come under the spotlight after prominent instances of bias-driven AI 

treatment with regard to recruitment. According to Bogen and Rieke (2018), there have been cases of 

bias in the use of AI recruiting tools against females, minorities, and even older applicants. The above 

cases evidence that bias testing and measures to reduce bias in the development and use of AI are a vital 

aspect. The study conducted by Raghavan et al. (2020) indicates that AI-based recruitment systems 

tend to be biased because the training data used can be based on past discrimination in hiring, making 

this practice rather common. Training AI on existing historical hiring data is the only way historical 

inequalities would translate into similar inequalities in hiring performance by the AI system, and would 

need to be addressed explicitly. 

3.5 Experience and the Views of Candidates 

Analysis of candidate attitudes toward AI in recruitment shows that there are complex feelings on such 

matters that differ based on demographic factors, knowledge of technology, and situations of 

recruitment. According to Van Esch et al. (2019), younger applicants tend to exhibit more positive 

feelings about AI tools used by recruiters, whereas older applicants favor some form of human contact. 

Nevertheless, all audiences within the population want to focus on issues of transparency and fairness 

regarding the AI-enabled process. Studies have further shown that the willingness of the candidates to 

use AI tools is greatly influenced by the perceived fairness and the provision of human supervision. 

Applicants who feel that the AI technologies are transparent and not biased will have a high probability 

of completing procurement procedures with the aid of AI and will give the organization a good 

impression. 

 

4. RESEARCH METHODOLOGY 

4.1 Research Design 

The design of the research is a mixed-methods research that includes quantitative surveys and 

qualitative case studies, and interviews. The design enables triangulation of findings across multiple 

data sources and provides both breadth and depth of understanding about AI adoption in recruitment. 

The research was conducted in three phases: 

1. Quantitative Survey Phase: Large-scale survey of HR professionals regarding AI adoption, 

implementation challenges, and outcomes 

2. Qualitative Case Study Phase: In-depth analysis of six organizations with varying levels of 

AI adoption 

3. Stakeholder Interview Phase: Semi-structured interviews with HR professionals, hiring 

managers, and job candidates 

4.2 Sampling and Data Collection 

4.2.1 Quantitative Phase 

The survey phase targeted HR professionals from organizations across multiple industries and sizes. 

Using stratified random sampling, we distributed online surveys to 500 HR professionals, achieving a 

response rate of 29.4% (n=147). Respondents represented organizations ranging from 50 to 50,000+ 

employees across technology, healthcare, financial services, manufacturing, and retail sectors. 

Sample Characteristics: 

● Organization Size: Small (50-249 employees): 23%, Medium (250-999): 31%, Large (1000-

4999): 28%, Very Large (5000+): 18% 
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● Industry Distribution: Technology: 22%, Healthcare: 18%, Financial Services: 16%, 

Manufacturing: 15%, Retail: 12%, Other: 17% 

● Respondent Roles: HR Directors: 34%, Talent Acquisition Managers: 28%, HR Generalists: 

21%, CHROs: 17% 

4.2.2 Qualitative Phase 

Case study organizations were selected using purposive sampling to represent different AI adoption 

levels and organizational contexts. Six organizations participated in detailed case studies: 

1. TechCorp (Large technology company): Comprehensive AI adoption across all recruitment 

stages 

2. HealthSystem (Regional healthcare provider): Strategic AI adoption for high-volume 

positions 

3. FinanceGlobal (Multinational bank): Exploratory AI adoption with pilot programs 

4. ManufacturingInc Inc. (Mid-size manufacturer): Limited AI adoption due to resource 

constraints 

5. RetailChain (National retailer): Seasonal AI adoption for temporary hiring 

6. StartupTech (Growing start-up): Considering AI adoption but not yet implemented 

4.3 Data Collection Instruments 

4.3.1 Survey Instrument 

The survey instrument was developed based on TAM constructs and literature review findings. It 

included: 

● AI Adoption Scale (12 items measuring current and planned AI usage) 

● Perceived Usefulness Scale (8 items adapted from Davis, 1989) 

● Perceived Ease of Use Scale (8 items adapted from Davis, 1989) 

● Trust in AI Systems Scale (6 items based on McKnight et al., 2011) 

● Bias Concerns Scale (10 items developed for this study) 

● Implementation Outcomes Scale (15 items measuring various recruitment metrics) 

4.3.2 Interview Protocols 

Semi-structured interview protocols were developed for different stakeholder groups: 

● HR Professionals: Focus on implementation experiences, challenges, and outcomes 

● Hiring Managers: Emphasis on decision-making processes and AI integration 

● Job Candidates: Exploration of experiences with AI-enabled recruitment 

4.4 Data Analysis 

4.4.1 Quantitative Analysis 

Survey data were analyzed using SPSS 28.0. Analysis included: 

● Descriptive statistics for all variables 

● Reliability analysis (Cronbach's alpha) for scales 

● Correlation analysis to examine relationships between variables 
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● Multiple regression analysis to identify predictors of AI adoption 

● Cluster analysis to identify adoption patterns 

4.4.2 Qualitative Analysis 

Qualitative data from interviews and case studies were analyzed using thematic analysis following 

Braun and Clarke's (2006) framework: 

1. Data familiarization through repeated reading 

2. Initial code generation using an inductive approach 

3. Theme identification through code clustering 

4. Theme review and refinement 

5. Theme definition and validation 

NVivo 12 software was used to facilitate coding and theme development. 

4.5 Ethical Considerations 

The research received approval from the Institutional Review Board at [Institution Name]. All 

participants provided informed consent, and data were anonymized to protect participant 

confidentiality. Special attention was paid to protecting proprietary information shared by case study 

organizations. 

 

5. FINDINGS 

5.1 Quantitative Results 

5.1.1 Sample Demographics and Characteristics 

The study sample comprised 147 HR professionals representing diverse organizational contexts and 

personal backgrounds. Demographic analysis reveals important patterns that influence AI adoption and 

implementation approaches. 

Table 1: Respondent Demographics 

Demographic Variable Category n % Mean Age (years) 

Gender Male 62 42.2 38.4 ± 8.7 

 Female 83 56.5 36.2 ± 7.9 

 Non-binary/Other 2 1.4 34.5 ± 2.1 

Education Level Bachelor's Degree 45 30.6 35.8 ± 6.4 

 Master's Degree 89 60.5 37.9 ± 8.2 

 Doctoral Degree 13 8.8 42.1 ± 9.3 

Years in HR 1-5 years 32 21.8 28.3 ± 3.2 

 6-10 years 51 34.7 33.7 ± 4.1 

 11-15 years 38 25.9 41.2 ± 5.6 

 16+ years 26 17.7 48.9 ± 7.8 

Current Role HR Director 50 34.0 42.1 ± 8.9 
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 Talent Acquisition Manager 41 27.9 35.4 ± 6.7 

 HR Generalist 31 21.1 33.8 ± 7.2 

 CHRO/VP HR 25 17.0 46.3 ± 9.1 

Source: Field study, Note: Age data presented as mean ± standard deviation 

Table 1 demonstrates that the sample represents experienced HR professionals with substantial 

educational qualifications. The predominance of master's degree holders (60.5%) and professionals 

with 6+ years of experience (78.2%) suggests that respondents possess the expertise necessary to 

evaluate AI implementation effectively. The gender distribution slightly favors female respondents, 

which aligns with broader HR profession demographics. 

Table 2: Organizational Characteristics 

Organizational 

Variable 

Category n % AI Adoption Rate 

(%) 

Organization Size Small (50-249 employees) 34 23.1 23.5 

 Medium (250-999 employees) 46 31.3 41.3 

 Large (1000-4999 employees) 41 27.9 58.5 

 Very Large (5000+ employees) 26 17.7 76.9 

Industry Sector Technology 32 21.8 71.9 

 Healthcare 26 17.7 38.5 

 Financial Services 24 16.3 54.2 

 Manufacturing 22 15.0 31.8 

 Retail 18 12.2 44.4 

 Other 25 17.0 36.0 

Geographic Region North America 89 60.5 52.8 

 Europe 31 21.1 48.4 

 Asia-Pacific 19 12.9 42.1 

 Other 8 5.4 37.5 

Annual Revenue <$50M 28 19.0 25.0 

 $50M-$500M 42 28.6 40.5 

 $500M-$5B 45 30.6 57.8 

 >$5B 32 21.8 71.9 

Source: Field study 

Table 2 reveals a strong positive relationship between organizational size/revenue and AI adoption 

rates. Very large organizations show adoption rates of 76.9% compared to only 23.5% for small 

organizations, indicating significant resource and capability barriers for smaller entities. The 

technology sector leads in AI adoption (71.9%), while manufacturing shows the lowest adoption rate 

(31.8%), reflecting industry-specific factors such as technical readiness and talent pools. 
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5.1.2 AI Adoption Patterns and Technology Usage 

Analysis of survey data reveals three distinct AI adoption clusters based on implementation scope, 

technology sophistication, and organizational commitment to AI-driven recruitment. 

Table 3: AI Adoption Clusters with Detailed Characteristics 

Cluster n % Key Characteristics Technology 

Adoption 

Score* 

Primary 

Challenges 

Cautious Adopters 46 31.3 Limited AI use, high bias 

concerns, risk-averse 

approach 

2.3 ± 0.8 Technical 

integration, bias 

concerns 

Strategic 

Implementers 

61 41.5 Targeted AI deployment, 

balanced approach, pilot 

programs 

4.1 ± 1.2 Change 

management, ROI 

demonstration 

Comprehensive 

Integrators 

40 27.2 Extensive AI integration, 

innovation-focused, 

enterprise-wide adoption 

6.8 ± 1.1 Scalability, ethical 

governance 

Source: Field study, Technology Adoption Score: 1-9 scale measuring AI implementation breadth 

and depth 

Table 4: AI Technology Usage by Application Area 

AI Application Cautious 

Adopters 

Strategic 

Implementers 

Comprehensive 

Integrators 

Overall 

Adoption 

 n (%) n (%) n (%) n (%) 

Resume 

Parsing/Screening 

28 (60.9) 58 (95.1) 40 (100.0) 126 (85.7) 

Chatbots for Candidate 

Engagement 

12 (26.1) 45 (73.8) 39 (97.5) 96 (65.3) 

Interview Scheduling 

Automation 

18 (39.1) 52 (85.2) 38 (95.0) 108 (73.5) 

Predictive Analytics 3 (6.5) 28 (45.9) 37 (92.5) 68 (46.3) 

Video Interview 

Analysis 

1 (2.2) 19 (31.1) 32 (80.0) 52 (35.4) 

Candidate Assessment 

AI 

2 (4.3) 22 (36.1) 35 (87.5) 59 (40.1) 

Job Matching 

Algorithms 

5 (10.9) 31 (50.8) 38 (95.0) 74 (50.3) 

Bias Detection Tools 1 (2.2) 15 (24.6) 28 (70.0) 44 (29.9) 

Source: Field study 

Table 3 demonstrates clear differentiation among adoption clusters, with Comprehensive Integrators 

showing significantly higher Technology Adoption Scores (6.8 ± 1.1) compared to Cautious Adopters 

(2.3 ± 0.8). The distribution suggests that most organizations (41.5%) adopt a strategic, measured 
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approach to AI implementation rather than either extreme caution or comprehensive adoption. Table 

4 reveals interesting patterns in technology usage across clusters. Resume parsing/screening shows the 

highest overall adoption rate (85.7%), indicating this represents an entry point for AI in recruitment. 

More sophisticated applications like video interview analysis (35.4%) and bias detection tools (29.9%) 

show lower adoption rates, particularly among Cautious Adopters. Notably, even Comprehensive 

Integrators show relatively low adoption of bias detection tools (70.0%), suggesting a gap between AI 

implementation and ethical governance capabilities. 

5.1.3 Technology Acceptance Factors and Predictive Model 

Multiple regression analysis was conducted to identify factors influencing AI adoption intention, 

incorporating both traditional TAM constructs and AI-specific variables relevant to recruitment 

contexts. 

Table 5: Descriptive Statistics and Correlations for Key Variables 

Variable Mean SD 1 2 3 4 5 6 7 

1. AI Adoption Intention 4.85 1.47 -       

2. Perceived Usefulness 5.23 1.32 .71** -      

3. Perceived Ease of Use 4.12 1.28 .45** .52** -     

4. Trust in AI Systems 3.89 1.41 .63** .58** .41** -    

5. Bias Concerns 5.67 1.19 -.48** -.39** -.23** -.55** -   

6. Organizational 

Support 

4.34 1.56 .59** .61** .38** .49** -.31** -  

7. Technology 

Infrastructure 

4.78 1.33 .42** .48** .59** .35** -.19* .51** - 

Source: Field study, *p < .05, *p < .01. All variables measured on 7-point Likert scales. 

Table 6: Multiple Regression Analysis - Predictors of AI Adoption Intention 

Variable Model 1 Model 2 Model 3 (Final) 

 β (SE) β (SE) β (SE) 

Perceived Usefulness .71** (.08) .45** (.09) .34** (.07) 

Perceived Ease of Use  .23** (.08) .12 (.07) 

Trust in AI Systems   .28** (.07) 

Bias Concerns   -.19** (.07) 

Organizational Support   .23** (.07) 

Technology Infrastructure   .15* (.06) 

Control Variables:    

Organization Size   .18** (.06) 

Industry (Technology)   .21** (.08) 

HR Experience   .09 (.05) 

Model Statistics:    
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R² .50 .56 .73 

Adjusted R² .50 .55 .71 

F 146.2** 92.8** 42.6** 

ΔR²  .06** .17** 

Source: Field study, *p < .05, *p < .01. SE = Standard Error 

Table 5 shows strong positive correlations between AI adoption intention and key predictors, with 

perceived usefulness showing the strongest correlation (r = .71). Bias concerns demonstrate a moderate 

negative correlation (r = -.48), confirming their importance as a barrier to adoption. Table 6 presents 

the hierarchical regression analysis results. The final model (Model 3) explains 73% of the variance in 

AI adoption intention (R² = .73, F = 42.6, p < .001). Perceived usefulness emerges as the strongest 

predictor (β = .34), followed by trust in AI systems (β = .28) and organizational support (β = .23). Bias 

concerns show a significant negative effect (β = -.19), while technology infrastructure has a smaller but 

significant positive effect (β = .15). Among control variables, organization size and technology industry 

membership significantly predict higher adoption intention. 

5.1.4 Implementation Outcomes and Performance Metrics 

Organizations with different AI adoption levels reported varying outcomes across multiple recruitment 

performance indicators. Analysis of variance (ANOVA) was conducted to test for significant differences 

among adoption clusters. 

Table 7: Implementation Outcomes by AI Adoption Cluster 

Performance 

Metric 

Cautious 

Adopters 

Strategic 

Implementers 

Comprehensive 

Integrators 

F-

statistic 

η² 

 M (SD) M (SD) M (SD)   

Time-to-hire 

reduction (%) 

12.3 (8.2) ᵃ 31.7 (12.4) ᵇ 47.8 (15.6) ᶜ 87.3** .55 

Candidate quality 

rating (1-5) 

3.2 (0.8) ᵃ 3.8 (0.7) ᵇ 4.1 (0.6) ᶜ 23.4** .25 

Recruiter 

satisfaction (1-5) 

3.1 (0.9) ᵃ 3.6 (0.8) ᵇ 3.9 (0.7) ᶜ 18.7** .21 

Cost per hire 

reduction (%) 

8.1 (6.3) ᵃ 22.4 (11.2) ᵇ 38.9 (18.3) ᶜ 52.1** .42 

Candidate 

satisfaction (1-5) 

3.4 (0.7) ᵃ 3.7 (0.6) ᵇ 3.6 (0.8) ᵃᵇ 3.8* .05 

Diversity metrics 

improvement (%) 

5.2 (4.1) ᵃ 8.7 (6.2) ᵇ 12.3 (9.4) ᶜ 12.7** .15 

Administrative time 

savings (%) 

15.4 (7.8) ᵃ 38.2 (14.6) ᵇ 59.7 (21.3) ᶜ 74.2** .51 

Source: Field study, *p < .05, *p < .01. Different superscript letters indicate significant differences in 

post-hoc tests (Tukey HSD, p < .05). η² = effect size (eta-squared) 
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Table 8: Challenges and Barriers by Implementation Level 

Challenge Category Cautious 

Adopters 

Strategic 

Implementers 

Comprehensive 

Integrators 

χ² 

 n (%) n (%) n (%)  

Technical Integration 

Issues 

38 (82.6) 34 (55.7) 18 (45.0) 14.8** 

Lack of Technical 

Expertise 

41 (89.1) 29 (47.5) 12 (30.0) 32.1** 

Budget Constraints 35 (76.1) 28 (45.9) 8 (20.0) 25.7** 

Resistance to Change 32 (69.6) 42 (68.9) 15 (37.5) 10.9** 

Bias/Fairness Concerns 44 (95.7) 45 (73.8) 22 (55.0) 18.6** 

Regulatory/Legal 

Concerns 

39 (84.8) 38 (62.3) 19 (47.5) 13.2** 

Vendor Selection 

Difficulties 

28 (60.9) 31 (50.8) 14 (35.0) 5.8* 

Integration with Existing 

Systems 

33 (71.7) 47 (77.0) 24 (60.0) 3.2 

Source: Field study, **p < .05, *p < .01 

Table 7 demonstrates significant differences in implementation outcomes across adoption clusters, with 

effect sizes ranging from small (candidate satisfaction, η² = .05) to large (time-to-hire reduction, η² = 

.55). Comprehensive Integrators consistently outperform other groups across most metrics, with 

particularly striking differences in time-to-hire reduction (47.8% vs. 12.3% for Cautious Adopters) and 

administrative time savings (59.7% vs. 15.4%). Interestingly, candidate satisfaction shows a different 

pattern, with Strategic Implementers achieving the highest scores (3.7), suggesting that moderate AI 

implementation may optimize candidate experience better than comprehensive automation. This 

finding aligns with qualitative feedback indicating that some level of human interaction remains 

important for candidate satisfaction. Table 8 reveals that different adoption clusters face distinct 

challenge profiles. Cautious Adopters experience significantly higher rates of technical and resource-

related barriers, with 89.1% reporting a lack of technical expertise and 95.7% expressing bias/fairness 

concerns. Comprehensive Integrators face fewer foundational challenges but show higher rates of 

integration complexity and change management issues. 

5.1.5 Demographic Influences on AI Acceptance 

Analysis of demographic factors reveals important patterns in AI acceptance and implementation 

approaches across different respondent characteristics. 

Table 9: AI Acceptance by Demographic Characteristics 

Demographic 

Variable 

AI Adoption 

Intention 

Trust in 

AI 

Bias Concerns Technology 

Readiness 

 M (SD) M (SD) M (SD) M (SD) 

Gender     

Male (n=62) 5.23 (1.34) ᵇ 4.18 (1.29) ᵇ 5.31 (1.22) ᵃ 5.12 (1.18) ᵇ 



Journal of Information Systems Engineering and Management 
2025, 10(4) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 

 1288 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 

Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is 

properly cited. 

 

Female (n=83) 4.56 (1.51) ᵃ 3.67 (1.44) ᵃ 5.93 (1.09) ᵇ 4.51 (1.41) ᵃ 

F-statistic 8.7** 5.4* 11.2** 8.1** 

Age Group     

25-35 years (n=47) 5.34 (1.28) ᶜ 4.12 (1.31) ᵇ 5.23 (1.18) ᵃ 5.28 (1.22) ᶜ 

36-45 years (n=68) 4.72 (1.48) ᵇ 3.89 (1.39) ᵇ 5.71 (1.15) ᵇ 4.67 (1.34) ᵇ 

46+ years (n=32) 4.21 (1.51) ᵃ 3.44 (1.52) ᵃ 6.13 (1.08) ᶜ 4.08 (1.47) ᵃ 

F-statistic 12.8** 4.2* 9.7** 14.3** 

Education Level     

Bachelor's (n=45) 4.45 (1.52) ᵃ 3.62 (1.48) ᵃ 5.89 (1.14) ᵇ 4.23 (1.39) ᵃ 

Master's (n=89) 4.98 (1.41) ᵇ 3.94 (1.37) ᵇ 5.58 (1.19) ᵃ 4.89 (1.28) ᵇ 

Doctoral (n=13) 5.69 (1.18) ᶜ 4.54 (1.23) ᶜ 5.31 (1.25) ᵃ 5.62 (1.11) ᶜ 

F-statistic 6.8** 3.9* 2.8* 9.2** 

Years in HR     

1-5 years (n=32) 5.41 (1.22) ᶜ 4.23 (1.18) ᶜ 5.12 (1.14) ᵃ 5.34 (1.15) ᶜ 

6-10 years (n=51) 4.89 (1.38) ᵇ 3.98 (1.35) ᵇ 5.54 (1.21) ᵇ 4.78 (1.29) ᵇ 

11-15 years (n=38) 4.67 (1.49) ᵇ 3.76 (1.44) ᵇ 5.79 (1.16) ᵇ 4.45 (1.35) ᵇ 

16+ years (n=26) 4.12 (1.67) ᵃ 3.31 (1.58) ᵃ 6.23 (1.02) ᶜ 3.89 (1.52) ᵃ 

F-statistic 8.9** 5.1** 7.8** 11.7** 

Source: Field study, *All variables measured on 7-point Likert scales. Different superscript letters 

indicate significant differences in post-hoc tests (Tukey HSD, p < .05). *p < .05, *p < .01 

Table 9 reveals significant demographic influences on AI acceptance. Gender differences show males 

reporting higher AI adoption intention (5.23 vs. 4.56) and trust in AI (4.18 vs. 3.67), while females 

express greater bias concerns (5.93 vs. 5.31). Age demonstrates a clear inverse relationship with AI 

acceptance, with younger professionals (25-35 years) showing the highest adoption intention (5.34) and 

technology readiness (5.28), while those 46+ show the lowest scores across all measures. Education 

level shows a positive relationship with AI acceptance, with doctoral-level respondents demonstrating 

the highest adoption intention (5.69) and trust in AI (4.54). Interestingly, years of HR experience shows 

a curvilinear relationship, with early-career professionals (1-5 years) showing the highest adoption 

intention, possibly due to greater familiarity with digital technologies, while most experienced 

professionals (16+ years) show the lowest acceptance levels. These demographic patterns have 

important implications for change management and training strategies in AI implementation, 

suggesting the need for targeted approaches that address different stakeholder concerns and 

capabilities. 

5.2 Qualitative Findings 

5.2.1 Implementation Challenges 

Thematic analysis of interview data identified five primary implementation challenges: 

1. Technical Integration Complexity Organizations struggled with integrating AI tools with 

existing HR information systems. As one HR Director noted: "The technical complexity of getting our 
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AI screening tool to work with our ATS was far greater than anticipated. It took six months longer 

than planned and required significant IT support." 

2. Bias Detection and Mitigation Participants expressed significant concerns about algorithmic 

bias, but many lacked knowledge of effective mitigation strategies. A Talent Acquisition Manager 

explained: "We know bias is a risk, but we don't have the technical expertise to audit our AI tools 

properly. We're essentially trusting the vendor's assurances." 

3. Change Management and Training Resistance to AI adoption among recruitment staff emerged 

as a major challenge. An HR Business Partner observed: "Some of our senior recruiters felt threatened 

by AI, worried it would replace them. We had to invest heavily in change management and training." 

4. Candidate Acceptance and Experience Organizations reported mixed candidate reactions to 

AI-enabled recruitment. As a Hiring Manager had indicated: "Younger applicants do not appear to 

mind chatbots and AI interviews, but we have had older applicants abandon the process because they 

found the whole thing impersonal." 

5. Ethical and Legal Obstacles: Implementation barriers were formed by ethical and legal issues. 

One CHRO reported, "Our legal department was dead set against AI tools, particularly when it comes 

to making a hiring decision. Though it took us months to build up the policies and the approval 

procedures." 

5.2.2 Success Factors 

Analysis also identified key factors contributing to successful AI implementation: 

1. Leadership Support and Vision: Organizations with strong executive sponsorship showed better 

implementation outcomes. Clear articulation of AI's strategic value facilitated resource allocation and 

change management. 

2. Phased Implementation Approach. Successful organizations typically adopt staged 

implementation approaches, starting with low-risk applications before expanding to more complex use 

cases. 

3. Human-AI Collaboration Models. Organizations that developed clear frameworks for human-

AI collaboration achieved better results than those attempting full automation. 

4. Continuous Monitoring and Improvement Regular monitoring of AI system performance and 

bias indicators enabled ongoing optimization and risk mitigation. 

5. Stakeholder Engagement Active engagement with recruiters, hiring managers, and candidates 

throughout implementation improved acceptance and effectiveness. 

5.3 Case Study Analysis 

5.3.1 TechCorp: Comprehensive Integration Success 

TechCorp's comprehensive AI adoption represents a best-practice example. The company implemented 

AI across the entire recruitment lifecycle, from job posting optimization to final interview scheduling. 

Key success factors included: 

● Executive Sponsorship: CEO-level support with dedicated budget allocation 

● Technical Expertise: In-house AI team with HR domain knowledge 

● Ethical Framework: Proactive bias testing and mitigation protocols 

● Change Management: Extensive training and communication programs 
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Results included a 52% reduction in time-to-hire, a 34% improvement in candidate quality scores, and 

89% recruiter satisfaction with AI tools. 

5.3.2 HealthSystem: Strategic Implementation with Mixed Results 

HealthSystem's strategic approach focused on high-volume nursing positions. While achieving 

significant efficiency gains (43% time-to-hire reduction), the organization struggled with candidate 

experience issues and recruiter resistance. 

Challenges included: 

● Limited IT support for AI tool integration 

● Inadequate training for recruitment staff 

● Candidate complaints about impersonal screening processes 

● Difficulty customizing AI tools for healthcare-specific requirements 

5.3.3 FinanceGlobal: Exploratory Adoption Barriers 

FinanceGlobal's pilot program faced significant implementation barriers despite organizational 

readiness. Regulatory concerns, data privacy requirements, and a risk-averse culture limited AI 

adoption. 

The organization ultimately discontinued its AI pilot due to: 

● Regulatory compliance complexities 

● Insufficient ROI demonstration 

● Internal resistance from compliance and legal teams 

● Vendor limitations in the financial services context 

5.4 Stakeholder Perspectives 

5.4.1 HR Professional Perspectives 

HR professionals expressed generally positive attitudes toward AI but emphasized the importance of 

maintaining human judgment in final hiring decisions. Key themes included: 

● Efficiency Appreciation: Recognition of AI's ability to handle routine tasks 

● Quality Concerns: Worry about missing nuanced candidate qualities 

● Skill Development Needs: Desire for training in AI management and interpretation 

● Ethical Responsibility: Strong emphasis on fair and transparent AI use 

5.4.2 Candidate Perspectives 

Candidate interviews revealed generational and contextual differences in AI acceptance: 

Younger Candidates (22-35 years): 

● Generally comfortable with AI tools 

● Appreciate speed and convenience 

● Expect transparency about AI use 

● Concerned about fairness and bias 
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Older Candidates (45+ years): 

● Prefer human interaction 

● Express skepticism about AI accuracy 

● Value personal connection in recruitment 

● Worried about age discrimination through AI 

5.4.3 Hiring Manager Perspectives 

Hiring managers showed cautious optimism about AI but emphasized the need for human oversight: 

● Support for AI in initial screening and administrative tasks 

● Concern about AI's ability to assess cultural fit 

● Desire for explainable AI recommendations 

● Emphasis on maintaining final decision authority 

 

6. DISCUSSION 

6.1 Theoretical Implications 

The results lend high support to the extended Technology Acceptance Model, explaining why AI is 

embraced in recruitment. The big effect of the trust in AI systems, as well as concern about its bias, on 

the adoption intention indicates that traditional TAM constructs have to be expanded in the case of AI 

technology. This builds on the past literature by illustrating how the peculiarities of AI systems, such as 

the ability to make decisions independently and the risks of bias, affect acceptance of the technology. 

The socio-technical systems approach is helpful in the context of seeing these implementation issues 

and success determinants. Organizations that understood the interdependence of AI technology with 

other social systems were more successful as opposed to organizations that concentrated on how to 

implement the technology. This fact justifies the significance of taking into consideration organizational 

context, culture, and the needs of its stakeholders in the adoption of technology. 

6.2 Practical Implications 

6.2.1 Implementation Recommendations 

According to the research results, the systematic AI adoption in the hiring process should be suggested: 

Phase 1: Foundation Building 

● Develop an ethical AI framework and bias testing protocols 

● Invest in technical infrastructure and integration capabilities 

● Establish change management and training programs 

● Create stakeholder engagement processes 

Phase 2: Pilot Implementation 

● Start with low-risk applications (resume parsing, chatbots) 

● Implement robust monitoring and evaluation systems 

● Gather feedback from all stakeholder groups 

● Refine processes based on pilot learnings 
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Phase 3: Strategic Expansion 

● Expand to higher-value applications based on pilot success 

● Develop human-AI collaboration frameworks 

● Implement advanced bias mitigation strategies 

● Establish continuous improvement processes 

Phase 4: Comprehensive Integration 

● Integrate AI across the full recruitment lifecycle 

● Develop predictive analytics capabilities 

● Create organizational AI competency 

● Share learnings and best practices 

6.2.2 Bias Mitigation Strategies 

According to the research, there is a set of highly efficient methods of dealing with algorithmic bias: 

1. Various Training Data: Make the training data reflect a variety of populations and do not 

include bias intensification of the past 

2. Systematic bias testing: Bias testing must be based on regular auditing of statistical 

measures of fairness 

3. Human Oversight: Maintain the human oversight of AI-recommended hires, especially the 

final decision of the incoming hire 

4. Transparency: A transparent explanation of the functioning of the AI in the process of job 

seeking and hiring should be given to the candidates and the recruiters 

5. Follow-Up Monitoring: Keep an eye out for the results of diverse groups of people to find 

out emerging trends of bias 

6.3 Limitations and Future Study 

6.3.1 Limitations of the Study 

Several limitations need to be taken into consideration regarding these findings: 

1. Representativeness of samples: The nature of the sample will be heterogeneous and may not 

cover all the industry segments and territories 

2. Self-Report Bias: There can be a social desirability bias in the survey 

3. Temporal Constraints: The level of long-term adoption patterns cannot be analyzed due to the 

cross-sectional nature of the design. 

4. Vendor influence: Depending on the vendor and implementation, there can be a big difference 

in the effectiveness of AI tools 

6.3.2 Future Research Proposals 

The results indicate the following that are to be given attention in further studies: 

1. Longitudinal Studies: Evaluate the consequences over the long term and track down the 

Adoption and Outcomes of the AI adoption over an extensive time frame 

2. Cross-Cultural Research: examine how cultural aspects are involved in the use and 

implementation of AI 
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3. Candidate Outcome Studies: Examine the long-term career outcomes of the candidates 

recruited using AI-enabled practices 

4. Effectiveness of Bias Mitigation: a systematic comparison and contrast of different ways of 

bias mitigation in algorithms 

5. Economic Impact Analysis: Compute the macro consequences of the utilisation of AI in 

recruitment 

6.4 Considerations of Critical Importance 

6.4.1 Human in the Humanities of AI-based Recruitment 

Although AI has a lot of positive aspects in regard to efficiency and consistency, the study also 

emphasizes the perpetual relevance of experienced judgment in hiring. Candidates are all about 

personal connection and situational-sensitive assessment, which AI systems are not capable of offering 

yet. To ensure the quality level of the candidate experience, organizations should strike the right balance 

between automation and interacting with people. The danger of having excessive trust in AI systems is 

not a laughing matter. Due to the advances in the capabilities of AI tools, it may become tempting to 

put more and more responsibility on algorithmic systems. The study, however, indicates that human 

judgment is important when it comes to tricky decisions, culture fit decisions, and ethical decisions. 

6.4.2 organizational accountability and Ethical responsibilities 

This trend of using AI in recruitment creates ground-breaking issues regarding the organizational 

responsibility of the algorithmic decisions. When it comes to fair hiring practices, the burden of 

achieving this remains with implementing organizations, despite the availability of bias mitigation tools 

sold by AI vendors. It entails developing the internal capacity of Al governance, bias auditing, and 

ethical judgment. The study indicates that there is a dangerous disparity between the awareness of 

organizations of the existence of bias risks and their ability to mitigate the risks against such risks. A 

significant number of organizations do not have the technical skills to support a bias audit; the 

organization cannot carry out any meaningful audit and create effective mitigation strategies. This 

implies the necessity of a set of rules or industrial best practices, regulatory compliance, and 

professional development training on ethical AI application in HR. 

 

7. CONCLUSION 

This research is an eye-opener into the radical role of AI in shaping talent acquisition, including the 

multi-dimensional issues that plague organizations that making it a challenge to practice responsibly. 

Technological deployment is not enough to achieve success, and he or she has to pay much attention to 

the organizational context and the situation with stakeholders and ethics. According to the research, 

there are three patterns of AI adoption: cautious, strategic, and comprehensive, each associated with 

specific organizational potential and the level of risk viability. According to this finding, there is no 

standard way of implementing AI in the recruitment process. The issues of trust and bias remain critical 

towards the levels of adoption intention, which stress-test the reactive versus inviolable positioning of 

ethical considerations that veer towards being proactive. Companies that spend money on reducing bias 

and transparency, as well as hierarchy participation, have better implementation results and acceptance 

rates. The recruitment process still requires human judgment. Although AI is especially good at 

processing large amounts of data and recognizing patterns, the ability of human recruiters to build 

relationships, assess situations, and make ethical decisions is priceless. Human-AI models are 

collaborative and are thus the most successful organizations. Responsible AI that will be implemented 

in the future should have an emphasis on effective bias identification, transparency in algorithms, 

effective human participation, and powerful AI regulation capacity. Organizations have to find a balance 

between efficiency seeking and the pursuit of fairness and human dignity. 
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The implications of the study extend beyond talent requisition are in wider organizational usage of AI 

in decision making and can be a recommendable asset on issues of bias mitigation, shareholder 

satisfaction, and human and AI interaction in various business domains. 
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