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Using various machine learning (ML) methodologies in forecasting the stock prices has lately 

been successful. Nonetheless, most of these models depend on the narrow set of attributes as 

input and lacks the sufficient information to offer the estimates of stock market. To enhance 

the stock price prediction models, conditional mutual information maximizing (CMIM) method 

is used for data preprocessing and feature selection based on restricted boltzmann machine 

(RBM). By optimizing their conditional mutual information with the target variable, CMIM 

assists in selecting the most significant characteristics which reduces the dimensionality and 

duplication. Following that, the picked features are refined using RBM, ML model is capable of 

detecting the hidden patterns in data. These approaches use selection algorithms to extract the 

key features. Hence, improves the performance of stock price prediction models. In terms of 

prediction accuracy, the experiments results indicate the significantly outperforming standard 

feature selection strategies. This proposed method outperforms with 97.69% accuracy. Thus, 

the model offers a solid foundation for financial forecasting. 

Keywords: Conditional mutual information maximization, feature selection, machine 

learning, stock price, restricted boltzmann machine 

 
INTRODUCTION 

Stock price prediction has been the primary focus of finance research in various machine learning (ML) [1] and 

deep learning (DL) [2] approaches are used to understand the complicated market dynamics. This is challenging 

because of the given volatility of stock prices and their impact on variables such as market sentiment, global events 

and trading volumes [3]. In predictive modeling, selection of right characteristics from the financial data [4] is 

essential for reduced over fitting and improved model performance. Stock price forecasting has long been a popular 

and significant topic in the study of financial econometrics [5]. Standard statistical approaches for time series 

prediction are constrained due to the complexities of stock market [6]. As a result, ML and many other artificial 

intelligence (AI) systems including the restricted boltzmann machine (RBM) and conditional mutual information 

maximization (CMIM) have been developed to predict the stock prices with exceptional accuracy [7]. 

With CMIM, one focus in selecting the qualities is to predict the target variable. CMIM ensures the selected features 

are highly relevant to predictive modeling goal by optimizing the conditional mutual information between features 

and the target [8]. CMIM eliminates the duplicate and unnecessary characteristics by selecting the features which 

complement one another regarding the aim variable [9]. CMIM likes to choose the diversified and non-redundant 

features by maximizing the conditional mutual information in enhancing the quality of feature set [10]. Even with 

little data, CMIM identifies the informative aspects extremely well. CMIM is appropriate for scenarios with 

restricted data availability because this method extract the relevant features from high-dimensional datasets with 

relatively small sample sizes by focusing on the conditional mutual information [11]. 

 RBM, a kind of markov random filed (MRF) consists of a visible and hidden layer without linking between the 

units inside each layer [12]. Because of its high level of representation, RBM has been used in literature, music, 
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motion data, photography, and other areas. In underactive supervision, RBM uses hidden units known as features 

to create the discriminative items from complex data sets [13]. Further, RBMs uses deep belief network (DBN) 

which is very adaptable and capable of learning the low-dimensional discriminative features from high-dimensional 

and complex data [14]. DBN excels in numerous types of learning tasks including the object recognition and 

document categorization [15-17]. This methodology aims to overcome the limitations of traditional feature selection 

approaches by the mutual information-based preprocessing with the powerful feature extraction capabilities of 

CMIM and RBM. Demonstration is done by the experimental analysis of improved prediction accuracy strategy 

which results in the solid solution of stock market forecasting. 

This paper primarily provides a combination technique for forecasting the stock price using CMIM, data 

preprocessing, RBM and the deep variant DBN as feature selectors.  

The work is organized as follows. Section II covers various review articles. Section III discusses the utilization of 

RBM as feature extractor and CMIM for data preparation. In Section IV, tests are performed on raw data to 

determine the predictive efficacy of system on comparison to the existing ones.  

LITERATURE REVIEW 

Akhtar et al. [18] these authors found that random forest (RF) approach was superior in estimating the market 

price of inventory depending on several criteria of collecting the ancient information by means of accuracy 

comparison in well-known algorithms. Because of their knowledge in lot of historical data and statistical pattern 

testing, stock market agents and traders found the instructions helpful. Finally, in the test set, support vector 

machine (SVM) model scored 78.7% whereas the RF classifier scored 80.8%. The difficulty demonstrated that ML 

model had forecasted the inventory charge well than the previous techniques.  

Albahli et al. [19] people expressed their own views and thoughts in business, individual and scandal on social 

media. Twitter was a well-known, cutting-edge social networking site where the users expressed succinctly. Social 

media communications such as tweets were used to a large extent and forecasted the stock market behavior by the 

usage of sentiment analysis (SA). Those authors proposed a novel technique in predicting the stock market 

movements based on SA. The model had been constructed in the combination of recurrent neural network (RNN), 

extreme learning machine (ELM) classifiers as well as the suggested stock senti word net (SSWN) sentiment 

lexicon. To estimate the stock market fluctuations, ten ML models were examined using Twitter's and 

Sentiment140 datasets. 

Alotaibi [20] this new stock market prediction algorithm had three foundations: extracting features, selecting the 

best ones and providing predictions. One received the traits and characteristics such as second-order technical 

indicator-based (SOTI) characteristics than the others. During prediction step, the obtained characteristics were 

used to train the classifiers. If the best-predicted results were produced, choosing the most relevant features 

becomes even more critical. Examining the acquired ones assisted the Red Deer Adopted Wolf Algorithm 

(RDAGW) in selecting the best features to adopt.  

Asadi et al. [21] pre-processed evolutionary levenberg-marquardt neural network (PELMNN) was created by 

combining the genetic algorithms, feed-forward neural networks, data pre- and post-processing in stock market 

prediction. These authors scaled the input data using data transformation. Those authors used the stepwise 

regression to choose the characteristics that significantly affected the stock index and removed the others. As a 

worldwide search, genetic algorithm developed the neural network weights. This development was done before 

levenberg-marquardt (LM) algorithm tweaking. Levenberg-Marquardt method used acquired weights as the 

starting weights for local searches. Final post-processing produced the predicted values and restored the output 

data to the original scale. 

Jagadesh et al. [22] finally, constructing a model for predictive analysis using the noisy and non-linear stock market 

dataset was evidently difficult. This work used DL architectures to anticipate the closing values of Nifty 50 index for 

the next trading day. Therefore, the forecasting techniques were improved. To solve the primary challenges in stock 

market prediction, this study combined the efficient methodologies such as preprocessing, feature selection and 

classification. Dandelion optimization algorithm (DOA) used feature selection to improve the quality and relevance 

of input data, where as wavelet transform promoted the data cleaning and noise reduction. Stock market data study 

showed that the suggested hybrid model combined 3D convolutional neural network (CNN) with gated recurrent 
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unit (GRU) was successful. Hyper parameter change improved the model performance using the blood coagulation 

algorithm (BCA), resulted in improved prediction accuracy and resilience. 

Javed Awan et al. [23] to forecast the changes in stock prices using Spark big data platform; those authors used 

many ML models. For their stock price prediction, researchers were turned to Spark machine learning library 

(MLlib). Using ten different firm data sets, the authors ran ML algorithms. Outfits from the linear regression (LR), 

RF and generalized LR outperformed those from the decision tree (DT) model. When the data is applied with a 

texture, naive bayes (NB) and LR had achieved the accuracy rates of around 77% to 80%. 

Rasel et al. [24] the study's goal was to determine the best strategy in forecasting the stock market trends and prices 

using artificial neural networks (ANNs) with specialized operators, well-chosen operator parameters and well 

defined operators. Using two separate assessment techniques like mean average percentage error (MAPE) and root-

mean-square error (RMSE) computations—the suggested models predicted the price and stock market trends with 

little error. Out of three models, one that forecasted the market price in advance was most accurate. For those in the 

business world, the suggested model offered improvement in the present methods of stock prices and trends 

prediction that were notoriously inaccurate.  

Paramita & Winata [25] this study investigated the feature selection approaches such as principal component 

analysis (PCA), information gain (IG) and recursive feature elimination (RFE) in the context of stock market 

prediction. In comparison to the other methodologies, RFE provided the most accurate market value projection. 

Reduced data dimension, improved prediction in model's performance and identified significant characteristics in 

prediction were possible with the aid of RFE. Better prediction was potentially attained via the use of more 

sophisticated feature selection methods or the mix of several methods performance. Finally, research using real-

time data was checked and assessed the prediction model to see the adaptation towards the different market 

scenarios.  

Yuan et al. [26] this research sought to determine the choosing of well integrated stock selection model features and 

forecasted the future stock prices. Feature selection procedures filtered the feature values and had set the 

surrounding scene. Specifying the parameters for cross-valuation by temporal sliding window technique, the 

algorithms contributed in making the stock price trend prediction model applicable to the real-world investment 

agreements. Experiments showed that the usage of RF in feature selection and stock price trend prediction 

provided the best results.  

Singh et al. [27] this proposed research predicted the real-time stock prices using a trained neural network (NN) 

model. The experimental method named NN produced the remarkable exact target predictions and model's 

consistency. Flexibility of NN enabled the swiftly linking of input and output data to forecast the stock market 

movements. The research indicated that the NN forecasted the financial data in real time. Experimental findings 

showed that the proposed NN model outperformed the presently used stock market forecasting algorithms with 

86% accuracy in training set and 14% loss in testing set. Table 1 compares the data preprocessing and feature 

selection for stock market datasets. 

Table 1 Comparison Table on Data Preprocessing and Feature Selection for Stock Market Datasets 

Authors Key Contribution Techniques Used Strengths Limitations 

Macedo et al. 

[28] 

Proposes a mutual 

information 

decomposition 

framework for feature 

selection. 

Decomposed 

Mutual Information 

Maximization 

Effective for high-

dimensional data, 

enhances 

computational 

efficiency. 

May require fine-

tuning for specific 

applications. 

Zhou et al. [29] 

Combines mutual 

information with 

correlation 

coefficients for 

feature selection. 

Mutual 

Information, 

Correlation 

Coefficient 

Balances relevance 

and redundancy in 

feature selection. 

Limited exploration 

of deep learning 

integration. 
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Wu et al. [30] 

Introduces a 

collaborative filtering 

algorithm using trust 

information with 

RBMs. 

RBM, Trust 

Integration 

Suitable for 

recommender 

systems; handles 

sparsity effectively. 

Limited to 

collaborative filtering 

tasks. 

Abroshan & 

Moattar [31] 

Proposes a 

discriminative feature 

selection algorithm 

using signed 

Laplacian RBMs. 

Signed Laplacian 

RBM 

Enhances 

generalization in 

high-dimensional 

classification tasks. 

Computational 

overhead in large 

datasets. 

Liang et al. [32] 

Utilizes RBMs for 

stock market trend 

prediction. 

RBM for Temporal 

Prediction 

Effective in time-

series analysis and 

stock prediction. 

Lacks generalization 

to non-financial 

datasets. 

Taherkhani et al. 

[33] 

Introduces Deep-FS, 

a feature selection 

algorithm for Deep 

Boltzmann Machines. 

Deep Boltzmann 

Machines, Feature 

Selection 

Efficient for deep 

models; improves 

accuracy in high-

dimensional data. 

Requires significant 

computational 

resources. 

 

2.1 Problems identification 

Preprocessing and feature selection using existing ML approaches took longer and unable to handle the difficult 

data. Data access has been restricted. The accuracy and robustness of stock price prediction algorithms has varied 

based on the data accessibility. In this study, the recommended RBM and CMIM contribute to the increased 

process efficiency and speed. 

MATERIALS AND METHODS 

This section begins with an overview of the dataset collected from Kaggle source. Here, the features are 

preprocessed and picked from the Indian stock market dataset. The Kaggle dataset are preprocessed using CMIM. 

Preprocessing using CMIM significantly increased the ML model performance. The primary use of CMIM is the 

choosing of features from a dataset in order to determine the relevance. When multiple financial indicators and 

market determinants are present in stock market prediction, CMIM helps to identify the features which have 

strongest relationship with the objective variable like future stock prices. By stressing these qualities, the model 

achieves greater efficiency and accuracy. RBM, a kind of generative stochastic NN is capable of effectively learning 

the complicated patterns from high-dimensional input. It is used to enhance the stock market prediction 

algorithms. Figure 1 illustrates the Data Preprocessing and Feature Selection procedure using CMIM and RBM. 

 

Figure 1 Overall architecture of data preprocessing and feature selection 
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3.1 Dataset collection 

Indian stock market statistics have been accumulated for personal, business and instructional use. This information 

contains the stock values for NIFTY-50 index which includes the top 50 Indian corporations. The dataset has been 

provided by the Python package "y-finance" from Yahoo Finance. The dataset mostly covers the period from 3 

January 2000 to June 2023. 

Kaggle link: https://www.kaggle.com/datasets/rockyjoseph/nifty-50-stock-market-data-2000-2023.  

3.2 Data preprocessing using conditional mutual information maximization 

Information theory has been extensively used in various sectors which includes Science, Engineering and 

Commerce (Wang et al. [34]). This maximization is a catch-all term for several research methods working and 

offers the statistical underpinning of data standardization. Among the other preprocessing approaches, mutual 

information and information gain are found in this concept. The emphasis is on two discrete random variables, M 

and N, which are assumed to take discrete values. Entropy H (M) is the most fundamental concept in information 

theory as several features aid in the instant understanding about the information measurement. Equation (1) states 

the entropy H (M). 

 𝐻(𝑀) = − ∑ 𝑝(𝑚) log 𝑝(𝑚)𝑚∈𝑀   -------- (1) 

Entropy is dependent on the chance and has not bared the real values obtained by the incidental variable 𝑚. Each 

logarithm appears in base two. Entropy value is the average number of bits needed to encode or characterize the 

incidental variable 𝑚. An incidental variable maximizes entropy with the stable distribution of values. Equation (2) 

defines the mutual information I (M, N) as the degree of information flow between M and N. 

𝐼(𝑀, 𝑁) = − ∑ 𝑝(𝑚, 𝑛)𝑙𝑜𝑔
𝑝(𝑚,𝑛)

𝑝(𝑚)𝑝(𝑛)𝑚,𝑛  ------- (2) 

 

Figure 2 Data preprocessing using maximizing conditional mutual information 

In this study, mutual information to preprocess the dataset is seen in Figure 2. Maximizing conditional 

mutual information (CMI) gives the expected value of two random variables mutual information when the third 

variable's value is taken into account. CMIM eliminates the duplicate and unnecessary characteristics by selecting 

the features which complement one another regarding the aim variable. Maximizing CMI allows CMIM to choose 

several diverse and non-redundant features which boosts the quality of feature subset. Data are preprocessed on 

Indian equities using the procedures listed below. 

To calculate CMI directly,𝐼 (𝑃 ∗; 𝐶|𝑃1, … , 𝑃𝑙) requires the calculation of complex joint probability, which is 

computationally demanding. To address this difficulty, examination of CMI is aimed by decoupling into simpler 

forms that are devoid of complicated joint probability. Using l-dimensional forms, such as𝐼 (𝑃 ∗; 𝐶|𝑃1, … , 𝑃𝑙), 

approximation of I(𝑃 ∗; 𝐶|𝑃𝑖 , … , 𝑃𝑗) | {z} l-1) is tried first. More information reduces uncertainty, resulting in𝐼 (𝑃 ∗

; 𝐶|𝑃1, … , 𝑃𝑙) lower than I(𝑃 ∗; 𝐶|𝑃𝑖 , … , 𝑃𝑗) | {z} l-1).𝐼 (𝑃 ∗; 𝐶|𝑃1, … , 𝑃𝑙) is estimated using the lowest value (3). 

I(𝑃 ∗; 𝐶|𝑃1, … , 𝑃𝑙)≈min I (𝑃 ∗; 𝐶|𝑃𝑖 , … , 𝑃𝑗) | {z} l-1) ------ (3) 

CMI in equation (3) is minimized by l-1 features which are closely related to the feature P* in the selected stock 

data. The predictive ability of P* is severely weakened. To prevent this issue, data with min𝐼 (𝑃 ∗; 𝑉|𝑃𝑖 , … , 𝑃𝑗)| {z} l-1) 

is used as the greatest value. To maximize min𝐼 (𝑃 ∗; 𝑉|𝑃𝑖 , … , 𝑃𝑗)| {z} l-1,), data P∗ is substantial and influences 

https://www.kaggle.com/datasets/rockyjoseph/nifty-50-stock-market-data-2000-2023
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minimal on the previously chosen data. Each new data point ensures both the orthogonal to previous ones and 

informative. This work estimates the form𝐼 (𝑃 ∗; 𝑉|𝑃1, … , 𝑃𝑙) by utilizing triplet form𝐼(𝑃 ∗; 𝑉|𝑃𝑖). Hence, the 

computation costs are lowered. This simpler method quantifies the information from single feature 𝑃𝑖  and forecasts 

the category using feature P codes. The simpler triplet𝐼(𝑃 ∗; 𝑉|𝑃𝑖) is replaced for the proper form in equation (4). 

Thereby, the equation yields 

𝐼 (𝑃 ∗; 𝑉|𝑃1, … , 𝑃𝑙) ≈ min𝐼(𝑃 ∗; 𝑉|𝑃𝑖) ------ (4) 

Choose a feature P∗ to optimize min𝐼(𝑃 ∗; 𝑉|𝑃𝑖)). As a result, the technique is named as Conditional Mutual 

Information Maximization. To approximate the real CMI, more complicated form such as quadruplet min 𝐼(𝑃 ∗

; 𝑉|𝑃𝑖)similar to the triplet form is used. There are exactly 
l(l−2)

2
quadruplets for l selected features; each quadruplet is 

complex to calculate than a triplet. As a consequence, approximations based on the sophisticated forms inevitably 

cause severe efficiency issues. Due to the lack of data, even complicated forms seem to be capable of providing the 

exact estimate. Yet, joint probability is estimated using smoothing techniques. Depending on triplet, the solution is 

not only efficient but also effective and robust in avoiding the traits from becoming dependent on each another. 

Algorithm 1: Conditional mutual information maximization 

Input: 

• Dataset: 𝐷 = {𝑃1, 𝑃2, . . . , 𝑃𝑙} where 𝑃𝑖  represents the features and 𝑙 is the number of features. 

Steps: 

Step 1: Initialize an empty set of selected features, 𝑆 = {} 

Step2: Calculate the mutual information 𝐼(𝑃 ∗ ; 𝑉) between each feature 𝑃𝑖  and the target variable𝐶. 

Step 3: Select the feature 𝑃𝑗  with the highest mutual information with 𝑉 and add it to 𝑆. 

Step 4: For each remaining feature 𝑃𝑖  not in 𝑆, calculate the conditional mutual information𝐼(𝑃 ∗

; 𝑉),where 𝑆 represent the set of features already selected. 

Step 5: Select the feature 𝑃𝑖  with the highest Conditional Mutual Information 𝐼(𝑃 ∗ ; 𝑉)and add it to𝑆. 

Step 6: Repeat steps 4 and 5 until ∣ 𝑆 ∣= 𝑙 or until there are no more features to select. 

Step 7: Output the subset of selected features 𝑆 

Output: 

• Subset of l features S that maximally correlate with the target variable 𝑉 

 

 

Figure 3 Flowchart for conditional mutual information maximization 

Figure 3 and Algorithm 1 demonstrate the selection of CMIM technique to identify the most important features of 

model by maximizing their knowledge of target variable. This starts by calculating the mutual information for each 

feature and then chooses the most closely related to the aim. Then, repeatedly selects the additional characteristics 

by calculating their CMI, ensuring that each new feature delivers unique and non-redundant information. This 

approach continues until all the characteristics are considered and the desired number of features is selected. It 

results in the set of qualities with the highest correlation to target variable. 

3.3 Feature Selection Using Restricted Boltzmann Machine Algorithm 

Restricted boltzmann machine, an energy-based stochastic ANN with unsupervised learning, consists of binary 

neurons units. Stochastic NN are created by initiating the incidental fluctuations into the entire ANN. Overall 

feature selection (FS) process using RBM Algorithm is shown in figure 4. 
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Figure 4 Feature selections using restricted boltzmann machine 

Boltzmann Machine contains both visible and hidden neurons units, which replicates the data distribution from 

visible units as input. Developing a quick learning approach based on Cai et al. [35] offers complications due to the 

Boltzmann Machine's fully linked network. Restricted Boltzmann Machine allows only without the evident or 

hidden links. Figure 5 depicts a two-layer typical RBM, with the letters u and k representing the hidden and visible 

units respectively.  

 

Figure 5 Two layer restricted boltzmann machine 

While taking the states of hidden units into account, a generative probabilistic model RBM calculates the likelihood 

of visible unit's value based on the stock market dataset values. This characteristic allows in recreating the missing 

visible units. The generative quality of RBM is used to sample from the learning distribution to derive picture 

textures. Image de-noising applications have also taken the use of RBM generative ability to sample the missing 

parts in an input image. The proposed FS method describes the strategy for FS using the stock market dataset and 

RBM's generative nature. Feature Selection needs a set of features which includes the pragmatic information. As a 

result, RBM generative characteristic eliminates the portions of input data which are irrelevant in practice. The 

selected final characteristics reduce the network's complexity and include some features.  

The constrained shape has not revealed any direct connections between similar components. The energy function in 

equation (5) represents RBM with D visible nodes k = (𝑘1, 𝑘2, . . . ,𝑘𝐷)and k hidden nodes u = (𝑢1, 𝑢2, . . . , 𝑢𝑙). 

𝐸(𝑘, 𝑢) =  −𝑢𝑇𝑊𝑘 − 𝑏𝑇𝑘 − 𝑐𝑇𝑢 ----- (5) 

The variable W signifies the weights, whereas b and c represent the bias fields acting on the nodes of visible and 

hidden units. The model's stochastic development is controlled by the joint probability distribution. 

 𝑝(𝑘, 𝑢) =  
1

𝑍
𝑒−𝐸(𝑘,𝑢) ---------- (6) 

In equation (6), the partition function Z=∑ 𝑒−𝐸(𝑘,𝑢)
𝑘.𝑢 .Using the samples in target probability distribution, enables 

to adjust the RBM's internal parameters like weights and biases and represent the key components of stock dataset 

under consideration. After training, RBM is extracted from the target probability distribution (stock market price 

data) using a generative model approach. Usage of hidden nodes allows in capturing the relationships which are not 

easily characterized by pair-wise interactions.  



428  

 

J INFORM SYSTEMS ENG, 10(8s) 

Weights and biases in RBM are often modified during training to fit the training data as closely as possible. 

Typically, l = {W, b, c} [8, 18, 19] model parameters optimize the probability or likelihood L (θ | v) of the training 

data set X. Maximizing the log-likelihood analytically is a difficult challenge. Calculation of log-likelihood derivative 

on each iteration is the most computationally costly component of gradient descent approach as represented by 

single vector v. 

 
𝜕

𝜕𝜃
𝑙𝑜𝑔𝐿(𝜃|𝑘)) =  − ∑ 𝑝(ℎ|𝑘)

𝜕𝐸(𝑘,𝑢)

𝜕𝜃
+ ∑ 𝑝(𝑘, 𝑢)

𝜕𝐸(𝑘,𝑢)

𝜕𝜃𝑘,𝑢𝑢       ------- (7) 

=−
𝜕𝐸(𝑘,𝑢)

𝜕𝜃 𝑑𝑎𝑡𝑎
+

𝜕𝐸(𝑘,𝑢)

𝜕𝜃 𝑚𝑜𝑑𝑒𝑙
 

Considering the training vector, first component of equation (7) is the expectation of the derivative energy function 

under the hidden nodes' conditional probability distribution. This is sometimes referred to as data-driven 

expectations. This model's second probability distribution component shows the expected value of 
∂E

∂θ 
 for all visible 

and hidden nodes. Calculated estimates for the exposed and hidden nodes are based on exponential time. By 

selecting the samples from appropriate probability distributions, expectations are estimated using markov chain 

monte carlo (MCMC) methods. Inclusion of conditional probability reduces both the data-dependent and model-

dependent expectations for RBM as the units in same layer are conditionally independent. Equation (8) allows 

reducing the derivative of log-likelihood regarding the weight𝑊𝑖𝑗. 

 
𝜕

𝜕𝑊𝑖𝑗
𝑙𝑜𝑔𝐿(𝜃|𝑘)) =  𝑝(𝑢𝑖 = 1|𝑘)𝑘𝑗 − ∑ 𝑝(𝑘)𝑝(𝑢𝑖 = 1|𝑘)𝑘𝑗𝑘 ------- (8) 

Equations (9) and (10) compute log-likelihood derivatives for the bias 𝑐𝑗 of 𝑗𝑡ℎhidden node and the bias 𝑏𝑖 of 𝑖𝑡ℎ 

visible node respectively.  

 
𝜕

𝜕𝑏𝑖
𝑙𝑜𝑔𝐿(𝜃|𝑘)) = 𝑘𝑖 − ∑ 𝑝(𝑘)𝑘𝑖𝑘  ------ (9) 

𝜕

𝜕𝑐𝑗
𝑙𝑜𝑔𝐿(𝜃|𝑘)) =  𝑝(𝑢𝑗 = 1|𝑘)𝑘𝑗 − ∑ 𝑝(𝑘)𝑝(𝑢 = 1|𝑘)𝑘  ------ (10) 

The second term i estimated using Gibbs sampling, which is difficult and intractable as the sampling requires 

summing up of all potential observable vectors. 

 

Figure 6 Gibbs Sampling with markov chain monte carlo estimation 

The RBM model is constantly managing the model parameters to optimize probability using both persistent 

contrastive divergence (PCD) and contrastive divergence (CD) techniques. Markov chain monte carlo techniques 

are used to rate the previously indicated intractable terms, as displayed in figure 6. Gibbs Sampling allows CD to 

estimate the possibility deriving from RBM. Changes are noted in model parameters when RBM trains often 

because the MCMC converges on the target system joint probability distribution. Unlike CD, PCD predicts that the 

model parameters changes significantly at low learning rates by eliminating the requirement to restart the MCMC 

with training vector v (0) after each parameter change. This generally let MCMC to reach the thermal equilibrium 

faster.  
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Algorithm 2: Restricted boltzmann machine 

Input: preprocessed data 

• Training dataset 𝐷 = {𝑘1, 𝑘2, . . . , 𝑘𝑚} consisting of m samples, where 𝑘𝑖represents the visible units. 

• Number of visible units: 𝑛𝑘 

• whole  hidden units: 𝑛𝑢 

• Study rate: 𝛼 

• Number of training iterations: 𝑛𝑢𝑚_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 

Steps: 

Step 1: Randomly initialize the weights 𝑊 and biases 𝑏 for visible and hidden units.Forward Pass (Positive 

Phase) 

• For each training sample 𝑘𝑖in the dataset 

Step 2:Compute the probability of activation for hidden units given visible units: 

 𝑃(𝑢𝑗 = 1|𝑘) = 𝜎(𝑏𝑖 + ∑ 𝑊𝑖𝑗𝑢𝑖𝑗
𝑛𝑢
𝑗=1 ) 

Sample visible units 𝑣′ from the conditional probability distribution𝑃( 𝑘 ∣∣ 𝑢𝑖 ). 

Step 3: Update Parameters 

Compute the positive and negative associations between visible and hidden units: 

 ∆𝑊 = 𝛼(< 𝑘𝑖𝑢
𝑇 >𝑑𝑎𝑡𝑎 −< 𝑘𝑖𝑢𝑖

𝑇 >𝑟𝑒𝑐𝑜𝑛) 

Repeat: Repeat steps 2 and 3 for a fixed number of training iterations or until convergence. 

Output: 

• Trained RBM model parameters: weights W and biases b for visible and hidden units. 

 

 

Figure 7 Flow chart of Restricted Boltzmann Machine Algorithm 

For unsupervised learning, figure 7 and algorithm 2 shows RBM, a NN model with visible and hidden units. This 

learning starts by arbitrarily assigning the weights and preconceptions to these units. Beginning possibility of the 

hidden units is calculated for each training sample using the visible units. Esteem of the hidden units is later used 

to determine the adjustment of apparent units. Weights are modified by comparing the original and reconstructed 

data states. This procedure is repeated numerous times to generate the trained RBM with different weights and 

biases until the model converges. 

RESULTS AND DISCUSSIONS 

In this paper, Python is used to implement the feature selection. Conditional mutual information maximizing 

algorithm is used for data preprocessing and RBM for feature selection. Indian stock market datasets are taken for 

predicting the various performances of existing and proposed algorithms. Compared to the other existing 
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algorithms, the proposed CMIM and RBM perform well for FS. The most selected features are low, high and volume 

weighted average price (VWAP).Feature selection process is shown in the following charts. 

 

Figure 8 Open prices over time 

Figure 8 shows the stock open prices from 2008 to 2024. Starting from 2017, the price rises significantly and peaks 

around 2022; considerable volatility follows. While the X-axis shows the years from 2008 to 2024,Y-axis indicates 

the open prices. 

 

Figure 9 Volume over time 

Figure 9 represents the volume of transactions from the year 2008 until 2024. From 2008 to roughly 2020, trade 

volumes are rather moderate and consistent. Trading volume grows dramatically in the beginning of 2020, peaks 

around 2022 and 2023. This shows the greater trading at certain periods due to the market volatility or other 

noteworthy events. The Y-axis indicates the volume, whereas the X-axis shows the years from 2008 to 2024. 

 

Figure 10 High and low prices over time 

Figure 10 displays the high and low stock prices over time from 2008 to 2024. From 2008 to 2016, both the high 

and low prices gradually increase with periodic fluctuations. After 2020, the difference between high and low prices 
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becomes more volatile with significant peaks seen in the year 2021–2023 range. This suggests an increase in 

market fluctuations and possible volatility in the stock prices during those years. The Y-axis indicates the prices and 

the X-axis shows the years from 2008 to 2024. 

 

Figure 11 Adjusted close prices and volume weighted average price time 

Figure 11 represents the stock from 2008 to 2024 which shows the relationship between adjusted close prices and 

VWAP. Both the measurements closely track the price movements. Volume weighted average price uses the trading 

volume to help smooth out the transitory price volatility. Prices climb sharply around 2020, followed by the times 

of volatility. With dips around 2022-2023, the line demonstrates a positive long-term trend. Years from 2008 to 

2024 are shown in the X-axis and Y-axis indicates the prices. 

 

Figure 12 Selected features 

Figure 12 represents the sample index on the X-axis and displays the values of five separate features (Feature 1 to 

Feature 5) across the Y-axis. Each feature behaves differently; some have constant values while the others display 

discontinuities. Features 4 and 5 prevail; a large proportion of the samples show activity at value 1. Meanwhile, 

Features 1, 2 and 3 are sparsely distributed across samples and highlight their potential relevance in FS process. 

The graph highlights the feature relevance variations throughout the dataset. 

Table 2 Data preprocessing comparison 

Metrics/ 

Algorithms 

Stock Senti Word 

Net (SSWN) [2] 

Pre-Processed Evolutionary 

Levenberg-Marquardt Neural 

Networks (PELMNN) [5] 

Wavelet 

Transform 

[12] 

CMIM 

Accuracy 92.37 93.12 94.67 95.04 
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Figure 13 Accuracy comparisons of data preprocessing 

Table2 and figure 13 illustrates the accuracy of Data Preprocessing, in which several strategies are used in achieve 

the certain objective. Stock senti word net has an accuracy of 92.37%, indicating the effectiveness in predicting the 

stock sentiment. Pre-processed evolutionary levenberg-marquardt neural network has demonstrated the 

effectiveness of preprocessing approaches by increasing the accuracy to 93.12%. Wavelet Transform approach 

shows the capabilities in signal processing by increasing the accuracy to 94.67%. Conditional Mutual Information 

Maximization) algorithm is the most efficient approaches discussed with the best accuracy of 95.04%. This 

comparison demonstrates the different tactics which provides varying degrees of success in achieving the exact 

results. 

Table 3 Feature Selection comparison 

Metrics/ Algorithms Accuracy Total number of 

Feature 

selection 

Selected 

number of 

feature 

selection 

Random Forest (RF) [1] 89.00 8 6 

Recursive Feature 

Elimination (RFE) [19] 

90.56 8 5 

Dandelion Optimization 

Algorithm (DOA) [12] 

91.25 8 4 

Stepwise Regression [5] 90.01 8 5 

RBM 96.50 8 7 

 

 

Figure 14 Feature selection comparisons 

Along with their FS metrics, table 3 and figure 14 show the comparison of accuracy and FS over several strategies. 

RF approach achieves 89.00% Accuracy by selecting six out of eight attributes. Recursive feature elimination (RFE) 
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strategy picks 5 of the same 8 features with an Accuracy of 90.56%, outperforming the other methods. With an 

accuracy of 91.25%, DOA demonstrates the greater improvement using four characteristics. Meanwhile, stepwise 

regression (SR) achieves an accuracy of 90.01% by selecting five of the eight criteria. Finally, when seven 

characteristics are chosen from the same total, RBM outperforms he others with 96.50% Accuracy. This 

comparison highlights the picking of closely accuracy and the number of features by using various approaches. 

Table 4 Performance Comparison of Preprocessing and Feature Selection 

Algorithms/ metrics Accuracy % Precision % Recall % F-measure 

% 

Without 

preprocessing and 

feature selection 

 DT [13] 93.02 92.97 92.97 92.91 

RF[1] 93.38 93.11 93.11 93.04 

SVM 

[23] 

93.64 93.38 93.40 93.32 

With 

preprocessing 

 DT [13] 93.89 93.52 93.55 93.46 

 RF [1] 94.02 93.86 93.92 93.84 

SVM 

[23] 

94.31 94.10 94.15 94.03 

CMIM 94.51 94.38 94.40 94.34 

With feature 

selection 

DT [13] 94.76 94.56 94.65 94.58 

RF [1] 94.97 94.85 94.85 94.79 

SVM 

[23] 

95.34 95.16 95.16 95.05 

RBM 95.74 95.68 95.72 95.67 

With 

preprocessing and 

feature selection 

DT [13] 95.85 95.72 95.78 95.71 

RF [1] 96.42 96.27 96.30 96.27 

SVM 

[23] 

96.59 96.56 96.58 96.50 

CMIM 96.87 96.85 96.86 96.80 

RBM 97.69 97.36 97.36 97.12 

 

Table 4 shows the comparison of performance measurements like Accuracy, Precision, Recall and F-measure of 

many approaches in the varied preprocessing and FS situations. Without preprocessing or FS, DT, RF and SVM 

achieve the accuracies of 93.02%, 93.38% and 93.64% respectively. Preprocessing has improved these statistics 

somewhat, with SVM achieving 94.31% accuracy. SVM accuracy has increased to 95.34% via FS. Working together, 

preprocessing and FS yields the best results whereas RBM algorithm achieves the impressive 97.69% accuracy. This 

suggests that several ML algorithms significantly enhance their performance in classification situations by using 

preprocessing and FS approaches. 

 

Figure 15 Without preprocessing and feature selection comparison 
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Figure 15 shows the existing algorithms performance metrics without Preprocessing and FS.  Without 

preprocessing and FS, the efficiency is too low. In this chart, the X-axis shows the DT, RF, SVM algorithms and the 

Y-axis shows the score values. 

 

Figure 16 Preprocessing comparison 

Figure 16 shows the accuracy, precision, recall and f-measure with preprocessing. In this paper, the Proposed 

CMIM model is used for preprocessing the data. CMIM performs well in preprocessing than the other algorithms. 

In this chart, the X-axis shows the DT, RF, SVM, CMIM algorithms and the Y-axis shows the score in percentage. 

 

Figure 17 Feature selection comparisons 

Figure 17 shows the accuracy, precision, recall and f-measure with FS comparison. In this paper, the proposed RBM 

method is used for preprocessing the data. Restricted Boltzmann Machine model performs well in FS contrasting to 

the previous algorithms. In this chart, X-axis shows the DT, RF, SVM, RBM algorithms and the Y-axis shows the 

score percentage. 

 

Figure 18 Preprocessing and feature selection comparison 
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Figure 18 shows the accuracy, precision, recall and f-measure with preprocessing and FS. In this paper, Proposed 

CMIM and RBM are used for Preprocessing and FS in the given dataset. Compared to the previous algorithms, 

CMIM and RBM perform well in preprocessing and FS process. In this chart, X-axis shows the various DT, RF, 

SVM, CMIM, RBM algorithms and the y-axis shows the score percentage. 

CONCLUSION 

This paper presents Restricted Boltzmann Machines and Conditional Mutual Information Maximization to predict 

stock prices that aids in understanding the complex market dynamics. Restricted Boltzmann Machines exceeds in 

detecting hidden patterns and learning the distributions of underlying data, but CMIM identifies the relevant 

features by maximizing the information shared between input variables and outputs. Together, these strategies 

form a powerful prediction framework that alters to market complexity. This hybrid technique improves prediction 

accuracy of 97.69% by integrating ML capabilities and feature relevance. Empirical evidence show that CMIM 

combined with RBMs outperforms the traditional models in two ways: providing improved generalization and low 

overfitting. It lays the groundwork for future advances in stock market prediction by utilizing novel ML approaches. 

Appendix 

S. No Abbreviation Description 

1 AI Artificial 

Intelligence 

2 ANN Artificial Neural 

Networks 

3 BCA Blood 

Coagulation 

Algorithm 

4 CD Contrastive 

Divergence 

5 CMI Conditional 

Mutual 

Information 

6 CMIM Conditional 

Mutual 

Information 

Maximization 

7 CNN Convolutional 

Neural Network 

8 DBN Deep Belief 

Network 

9 DL Deep Learning 

10 DT Decision Tree 

11 DOA Dandelion 

optimization 

algorithm 

12 FS Feature 

Selection 

13 GRU Gated 

Recurrent Unit 

14 LM Levenberg-

Marquardt 

15 LR Linear 

Regression 

16 ELM Extreme 

Learning 

Machine 

17 MAPE Mean Average 

Percentage 

Error 
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18 MCMC Markov Chain 

Monte Carlo 

19 ML Machine 

Learning 

20 MLlib Machine 

Learning library 

21 MRF Markov 

Random Filed 

22 NB Naive Bayes 

23 NN Neural Network 

24 PCA Principal 

Component 

Analysis 

25 PCD Persistent 

Contrastive 

Divergence 

26 PELMNN Pre-processed 

Evolutionary 

Levenberg-

Marquardt 

Neural Network 

27 RBM Restricted 

Boltzmann 

Machine 

28 RDAGW Red Deer 

Adopted Wolf 

29 RF Random Forest 

30 RFE Recursive 

Feature 

Elimination 

31 RMSE Root-Mean-

Square Error 

32 RNN Recurrent 

Neural Network 

33 SA Sentiment 

Analysis 

34 SOTI Second-Order 

Technical 

Indicator 

35 SR Stepwise 

Regression 

36 SSWN Stock Senti 

Word Net 

37 SVM Support Vector 

Machine 

38 VWAP volume 

Weighted 

Average Price 
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