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Sentiment analysis on Twitter is an essential task for extracting valuable information from public 

opinions. However, the highly dimensional and noisy nature of text data poses a challenge to 

achieving high classification accuracy. To address this problem, we propose in this study a hybrid 

feature selection approach that combines chi-square (a filtering method) with bio-inspired 

wrapper-based algorithms to improve classification performance. Specifically, we evaluate four 

hybrid approaches: Chi-Square + Genetic Algorithm (GA), Chi-Square + Particle Swarm 

Optimization (PSO), Chi-Square + Harris Hawks Optimization (HHO), and Chi-Square + Whale 

Optimization Algorithm (WOA), where wrapper methods refine features based on machine 

learning classifiers (KNM evaluator) followed by the use of classifiers (KNN, SVM, NB, RF, LR, 

MLP) as the base classifier. Experimental results show that the hybrid approach followed by the 

MLP classifier, achieve good results in terms of (Accuracy, Precision, Recall, and F1-score) for all 

used datasets (Sentiment140, IMDB, and Us airline tweets) outperforming simple approaches. 

The result is superior classification accuracy and better selection of feature subsets. These results 

highlight the effectiveness of integrating statistical filtering with bio-inspired optimization to 

improve sentiment analysis models by reducing computational complexity and improving 

predictive performance. 

Keywords: Sentiment Analysis, Twitter, Filter Selection, Wrapper Selection, Feature Selection, 

Chi-Square, GA, PSO, HHO, WOA, Machine Learning. 

 

INTRODUCTION 

Social media sites like Twitter have developed into a vital source of up-to-date information, offering insightful data 

on the attitudes, trends, and opinions of the general population. The objective of sentiment analysis, often called 

opinion mining, is to categorize textual input into sentiments such as positive, negative, or neutral, which is a key 

issue in natural language processing (NLP) [1][2][35]. 

Accurate sentiment analysis of Twitter data has several uses, such as political analysis, brand monitoring, and 

consumer feedback evaluation [3][4]. Nevertheless, a number of issues with Twitter sentiment analysis, such as high 

dimensionality, noisy text, redundant features, and informal language, can have a detrimental effect on classification 

accuracy [5].  

The process of feature selection is a key factor affecting the performance of sentiment classification models. Model 

overfitting and heightened computational complexity arise from the existence of redundant and non-essential 

features in high-dimensional feature spaces [6][7]. Conventional feature selection methods can be generally divided 

into filter techniques (which choose features according to statistical metrics like Chi-Square and Mutual Information) 

and wrapper techniques (which assess feature groups based on the performance of the model) [8]. Wrapper methods 

are more effective but require significant computational resources, whereas filter approaches are efficient in terms of 

computation yet overlook the relationships between features [9]. 
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Hybrid feature selection strategies that blend filter and wrapper-based techniques have been investigated more and 

more in an effort to overcome these drawbacks. Specifically, bio-inspired algorithms have demonstrated great 

potential in feature selection optimization [10] [11]. These algorithms imitate natural selection, swarm intelligence, 

and predator-prey dynamics. These techniques reduce dimensionality and increase classification accuracy by 

effectively exploring huge feature spaces to find the most relevant subset [12][13]. 

In this work, we suggest a hybrid feature selection approach that combines the Chi-Square filter method with several 

bio-inspired wrapper-based optimization methods, such as Whale Optimization Algorithm (WOA), Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO), and Harris Hawks Optimization (HHO). To assess how well the 

suggested approach improves classification performance, it is used on the Sentiment140 dataset, a benchmark 

dataset for sentiment analysis on Twitter. Chi-Square + WOA and Chi-Square + HHO perform better than other 

hybrid approaches, attaining the maximum classification accuracy while preserving computing efficiency, according 

to our experimental data. 

RELATED WORKS 

Sentiment analysis on Twitter presents significant challenges due to the brevity, informality, and noisy nature of the 

content. Tweets often contain abbreviations, emojis, hashtags, and misspellings, leading to extremely high-

dimensional feature spaces when employing bag-of-words, TF-IDF, or word embedding representations. Feature 

selection has thus become a critical step to reduce model complexity, improve learning performance, and avoid 

overfitting caused by noisy or redundant features. Several strategies have been employed for feature selection, 

including filter methods, wrapper methods, and metaheuristic optimization methods such as bio-inspired 

algorithms. 

Filter methods score features individually based on statistical tests, independent of the classification algorithm. 

Among these, Chi-square (χ²) feature selection has been widely adopted due to its computational efficiency and 

effectiveness. Chi-square tests evaluate the dependence between a feature and the class label, where higher χ² scores 

indicate stronger associations. Forman [8] conducted one of the first large-scale empirical studies on text 

classification and demonstrated that Chi-square selection achieved robust results [36], particularly for skewed 

datasets, outperforming simpler metrics such as document frequency. In the context of Twitter sentiment analysis, 

Saif et al. [14] showed that selecting the top 1,000 features based on Chi-square scores improved classifier accuracy 

by up to 7% compared to models trained on the full feature set. Similarly, Santos et al. [15] applied Chi-square feature 

selection for emoji-based sentiment classification on Twitter, finding that reducing the feature set by more than 80% 

resulted in less than a 2% decrease in model performance. Despite their speed and scalability, filter methods like Chi-

square suffer from certain limitations, notably their inability to capture feature interactions and their tendency to 

select redundant features. 

Wrapper methods, in contrast, evaluate feature subsets based on classifier performance, allowing them to consider 

feature interactions but at a high computational cost. Sequential Forward Selection (SFS) is one such approach, 

wherein features are added iteratively based on their impact on model accuracy. Siddiqua et al. [16] applied SFS 

alongside Support Vector Machines (SVMs) for Twitter sentiment analysis, achieving a 4–5% improvement in F1-

scores compared to models without feature selection. Similarly, Silva et al. [17] compared wrapper-based and filter-

based strategies, observing that wrappers outperformed filters by approximately 3% in F1-score on noisy Twitter 

datasets, albeit with a substantial increase in computational time. Although wrapper methods produce compact and 

effective feature subsets, their scalability remains problematic for large datasets. 

To mitigate the weaknesses of both filters and wrappers, bio-inspired metaheuristic algorithms such as Genetic 

Algorithms (GAs) and Particle Swarm Optimization (PSO) have been increasingly applied for feature selection. These 

algorithms offer a powerful balance between exploration and exploitation in vast search spaces and have proven 

capable of discovering globally optimal feature subsets. Camacho et al. [18][31] demonstrated that GAs could 

optimize feature subsets in a Twitter corpus, leading to an average accuracy improvement of 6% and a 70% reduction 

in feature dimensionality compared to non-optimized baselines. Similarly, Bermingham and Smeaton [19] applied 

GAs in combination with ensemble classifiers for sentiment polarity classification, emphasizing the advantages of 
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maintaining diversity within optimized feature sets. PSO has also been widely explored for feature selection in 

sentiment analysis. Chakraborty et al. [18] proposed a PSO-based model initially designed for Amazon reviews but 

later adapted it to Twitter data, demonstrating better convergence rates and smaller selected feature sets relative to 

GA-based models. Further improvements were achieved by Aljarah et al. [21], who developed a hybrid filter-PSO 

model where Chi-square filtering was first applied to prune the feature space, thereby accelerating PSO convergence 

and boosting sentiment classification performance by 5–7%. 

In addition to traditional bio-inspired algorithms like GA and PSO, more recent nature-inspired algorithms such as 

Harris Hawks Optimization (HHO) and Whale Optimization Algorithm (WOA) have been introduced for feature 

selection tasks. HHO, inspired by the cooperative hunting behavior of Harris hawks, offers strong global search 

capabilities and has been employed to optimize feature sets for sentiment classification tasks. Several studies, 

including that of Heidari et al. [22], demonstrated that HHO achieves competitive results compared to traditional 

metaheuristics, maintaining a good balance between exploration and exploitation. Similarly, WOA, which mimics the 

bubble-net hunting strategy of humpback whales, has shown promise in reducing feature dimensionality while 

preserving classification performance. Aljarah et al. [9] explored WOA for feature selection in Twitter sentiment 

analysis, demonstrating that WOA-based selection produced highly compact feature sets with competitive or superior 

classification accuracy compared to GA and PSO. Both HHO and WOA are particularly attractive due to their 

simplicity, fewer hyperparameters, and strong convergence behavior, making them suitable for complex high-

dimensional datasets such as Twitter corpora. 

Given the complementary strengths of filter and bio-inspired methods, hybrid approaches combining these 

techniques have gained increasing attention. Asghar et al. [23] proposed a two-phase feature selection strategy in 

which features were initially reduced using Chi-square selection and subsequently refined through Genetic 

Algorithms. Their hybrid approach yielded a 4% improvement in macro-averaged F1-score and reduced training 

times by approximately 30% compared to pure wrapper methods. Similarly, Habibi and Popescu [22] adopted a 

hybrid approach involving Information Gain filtering followed by Ant Colony Optimization (ACO) for fine-tuning, 

showing that the hybrid model consistently outperformed either method used independently, achieving at least a 5% 

performance gain. These results highlight the importance of balancing computational efficiency with the ability to 

uncover complex feature dependencies. 

To evaluate feature selection methods for Twitter sentiment analysis, several standard datasets have been utilized. 

Sentiment140 [24], containing 1.6 million automatically labeled tweets, is the most commonly used large-scale 

benchmark. Other notable datasets include the Sanders Analytics Twitter Dataset, with 5,513 manually labeled 

tweets, and the SemEval competition datasets from 2013 to 2017, which cover a wide range of real-world sentiment 

classification challenges. Performance is typically assessed using metrics such as accuracy, precision, recall, F1-score, 

and area under the curve (AUC). 

Despite notable progress, several challenges remain unresolved. Scalability is still a major concern, as wrapper and 

bio-inspired methods incur high computational costs on massive datasets such as Sentiment140. Additionally, noise 

in Twitter data — arising from typos, sarcasm, slang, and code-switching — complicates feature selection and 

classification. Most current approaches also primarily focus on textual features, whereas future work may need to 

integrate multi-modal features such as images, hashtags, and URLs for more robust sentiment analysis. Moreover, 

domain adaptation remains an open issue; feature sets optimized for one topic or domain (e.g., politics) often do not 

generalize effectively to others (e.g., entertainment or sports). Emerging strategies such as multi-objective 

optimization, which simultaneously considers classification accuracy and feature compactness, and deep feature 

selection techniques integrated into neural networks, represent promising avenues for future research. 

BACKGROUND 

Chi-Square (χ²) for Feature Selection 

Chi-square (χ²) is a statistical method used in feature selection for classification tasks, particularly in text mining. It 

measures the dependence between a feature and the class label by calculating the divergence between observed and 

expected frequencies of feature occurrences. Features with high χ² scores indicate strong associations with the class 
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and are selected for model training. It is widely used in filter methods due to its computational efficiency and 

simplicity[36] 

Mathematically, the chi-square statistic for a feature f and a class label c is given by: 
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Where 
,i jO is the observed frequency and 

,i jE  is the expected frequency for feature f and class c. 

Particle Swarm Optimization (PSO) 

PSO is a nature-inspired optimization algorithm based on the social behavior of birds flocking or fish schooling. It 

was proposed by Kennedy and Eberhart in 1995 [29] and is widely used for continuous and discrete optimization 

problems, including feature selection in machine learning. PSO optimizes a population of candidate solutions, known 

as particles, which explore the search space by updating their positions and velocities based on their personal best 

position and the global best found by the swarm. 

In feature selection, every particle symbolizes a potential solution, with each dimension relating to a feature within 

the dataset. The algorithm looks for the optimal set of features that enhances the performance of a classification 

model. 

Mathematical formulation : 

                                                          
1 1 , 2 2( ) ( ) ( ( )) ( ( ))1i i best i i best iv t wv t c r p x t c r g x t+ = + − + −     (2) 

Where: 

• ( )1iv t + is the velocity of particle i at time t+1, 

• ( )ix t is the position of particle i at time t,  

• 
,best ip  and bestg  are the personal best and global best positions, 

• w is the inertia weight, 

• c1,c2 are cognitive and social coefficients, 

• r1,r2 are random numbers. 

 

Genetic Algorithm (GA) 

Genetic Algorithms (GAs) are a class of optimization algorithms inspired by the process of natural selection and 

genetics. Introduced by Holland in 1975 [30], GAs mimic the process of evolution, where a population of potential 

solutions evolves over generations through selection, crossover, and mutation operators. In feature selection, a 

chromosome represents a subset of features, and the fitness of the chromosome is evaluated based on the 

classification accuracy or other relevant metrics. 

The process of evolution includes choosing individuals based on their fitness, merging them via crossover, and 

sometimes adding mutations to investigate new regions of the search space. Gas are particularly useful for solving 

combinatorial optimization problems, like feature selection, where the goal is to find an optimal subset of features. 

Mathematical formulation: 

• Crossover: Combining two parent solutions to create offspring. 

• Mutation: Randomly altering an offspring to maintain diversity. 

• Fitness: Evaluating the quality of a solution (e.g., classification accuracy) 
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Harris Hawks Optimization (HHO) 

Harris Hawks Optimization (HHO) is a recently introduced metaheuristic optimization algorithm inspired by the 

hunting behavior of Harris's hawks. HHO utilizes various strategies for exploring and exploiting the search space, 

including surprise pounce (ambush), soft and hard besiege, and the player–prey dynamic. This makes HHO a 

versatile optimization tool that balances global exploration and local exploitation, making it effective in high-

dimensional and complex optimization problems, such as feature selection. 

The main advantage of HHO over other algorithms is its dynamic and adaptive search behavior, which increases the 

probability of finding the optimal or near-optimal solution. 

Whale Optimization Algorithm (WOA) 

The Whale Optimization Algorithm (WOA) was proposed by Mirjalili and Lewis in 2016 and is inspired by the bubble-

net hunting technique of humpback whales. During hunting, humpback whales create a bubble-net to trap fish, and 

WOA mimics this behavior for searching and exploiting the optimal solution in optimization problems. WOA is 

characterized by its simple structure, fewer hyperparameters, and strong global search capability. 

In feature selection, WOA searches the feature space to identify the most informative subset of features that improves 

classification performance. The algorithm uses the concepts of exploration (searching around) and exploitation 

(refining solutions) effectively to select the best features. 

Mathematical formulation: 

 ( )1 bestX t X A D+ = −   (3) 

Where: 

• Xbest is the current best solution, 

• A and D are coefficients that control the search dynamics. 

METHODS 

 

Figure 1. Proposed systematic workflow for optimized sentiment classification 

The figure Figure 1 presents a comprehensive and systematic machine learning pipeline designed for sentiment 

analysis, leveraging three datasets including Sentiment140, Tweets US Airline Sentiment, and IMDB reviews. 

The process begins with data collection and pre-processing, where textual data is cleaned and normalized to remove 

noise, such as special characters, URLs, and stopwords, ensuring high-quality input for subsequent stages. 
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Feature extraction is performed using TF-IDF (Term Frequency-Inverse Document Frequency), which transforms 

the pre-processed text into a numerical feature matrix. This matrix captures the significance of words relative to their 

frequency in the corpus, providing a structured representation for machine learning models. To enhance model 

efficiency and reduce dimensionality, feature selection is applied using two distinct methods. The filter-based 

approach employs the Chi-square (χ2) test to identify the most statistically relevant features, generating an optimal 

feature matrix. This matrix is then used to train a suite of baseline classifiers, including KNN (with K=3 and K=4), 

SVM, Naïve Bayes (NB), Random Forest (RF), Logistic Regression (LR), and Multilayer Perceptron (MLP). 

Additionally. 

For further optimization, wrapper-based feature selection methods are applied, utilizing metaheuristic algorithms 

such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Harris Hawks Optimization (HHO), and Whale 

Optimization Algorithm (WOA). These algorithms iteratively search for the best feature subsets, with SVM serving 

as the evaluator to guide the selection process. The resulting optimal feature matrices from these methods are then 

evaluated alongside the Chi-square-selected matrix using a comprehensive set of metrics: accuracy, F1-score, recall, 

and precision. 

This pipeline highlights a rigorous approach to sentiment analysis, combining traditional feature selection 

techniques with advanced optimization algorithms to maximize model performance. The inclusion of diverse datasets 

and multiple evaluation metrics ensures robustness, making the framework adaptable to various text classification 

tasks. By systematically comparing filter and wrapper methods, the pipeline provides valuable insights into feature 

engineering strategies, ultimately aiming to enhance the accuracy and reliability of sentiment analysis models in real-

world applications. 

1. DATASETS 

This research employs three sentiment analysis datasets: Twitter US Airline Sentiment, Sentiment140, and IMDb. 

The IMDb dataset, initially gathered from the IMDb platform, was made publicly available by Maas et al. [25]. It 

includes two columns: review and sentiment. The dataset comprises 50,000 film reviews, equally divided into 25,000 

positive and 25,000 negative entries. You can access it at: 

https://www.kaggle.com/lakshmi25npathi/imdbdataset-of-50k-movie-reviews 

The US Airline Sentiment dataset on Twitter contains 14,640 messages categorized into three labels: positive, 

negative, and neutral. The dataset is unbalanced, featuring 9178 negative reviews, 2363 positive reviews, and 3099 

neutral reviews. The dataset includes tweets associated with six U.S. airlines: United, US Airways, Southwest, Delta, 

and Virgin America. The aim of collecting this data was to analyze the feelings of customers from every airline. The 

dataset comprises ten columns, including tweet ID, sentiment, text, airline name, and additional details. Nonetheless, 

only the text and sentiment columns will be utilized for sentiment analysis 

The Sentiment140 dataset is evenly distributed, containing 0.8 million positive and 0.8 million negative sentiments. 

The dataset comprises six columns: target, id, text, flag, user, and id. In the experiment, the columns for the target 

and text are utilized for training and evaluation. Stanford University [26] acquired the dataset from Twitter. It can 

be accessed at https://www.kaggle.com/kazanova/sentiment140 

The IMDb and Sentiment140 datasets have almost an equal number of samples for both positive and negative 

categories. Nonetheless, the Twitter US Airline dataset is uneven, with the negative class significantly outnumbering 

the positive and neutral classes. Considering this, a downsampling approach is utilized for the Twitter US Airline 

Sentiment dataset. Following downsampling, the sample sizes in each of the three classes are equal and evenly 

distributed. Figure 3 contrasts the sample distributions of the IMDb dataset both with and without data 

augmentation, along with the Twitter US Airline Sentiment dataset prior to and following downsampling. 
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Figure 2. Class distribution of datasets 

2. PREPROCESSING 

To prepare the data for the extraction of pertinent features, pre-processing is carried out [27]. It entails removing 

noise from the dataset. Here, "noise" essentially refers to the grammatical errors that are frequently seen in any 

microblog post. The data is transformed to structured input format since the unstructured and noisy data degrades 

the sentiment classification task's quality [28]. The following tasks are part of the pre-processing approach used in 

this study: 

• Elimination of all URL links, non-ASCII and non-English characters, digits, and stop words such as "the," 
"at," "as," "of," "to," and so forth. 

• Negative mentions are transformed into their original, meaningful forms using the Internet Slang Dictionary 

[20], such as replacing contractions like 'couldn’t' with 'could not', and expanding acronyms and slang 

expressions. 

• Emoticons are replaced with their corresponding textual representations using an emoticon dictionary. 

• Stemming and tokenization were applied to the text. Stemming reduces words to their root forms—for 

example, 'helping' becomes 'help'—to ensure consistency. Tokenization involves breaking the text into 

individual words or sequences of words (n-grams). This step was performed using the Tweet-NLP tool [34]. 

Take a look at this sample tweet from the Sentiment140 dataset: 

 “ @switchfoot http://twitpic.com/2y1zl - Awww, that's a bummer.  You shoulda got David Carr of Third Day to 
do it. ;D “  



Journal of Information Systems Engineering and Management 
2025, 10(53s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 81 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License 

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

Following the application of pre-processing, the following result was produced: 

“ awww bummer get david carr third day “ 

3. FEATURE EXTRACTION 

This step finds the dataset properties that are most useful for detecting sentiments. The primary goal is to identify 

distinct features that can divide the data into positive, negative, and neutral classifications, resulting in increased 

sentiment classification accuracy. The feature matrix is generated using the term-frequency-inverse document 

frequency (TFIDF) algorithm [32][33]. This numerical statistic reflects a word's importance inside the specified 

corpus. Table 1 displays the TFIDF score matrix for the given pre-processed sample tweet. 

                                          Table 1: TF-IDF score matrix for the given pre-processed sample tweet 

awww bummer carr david day get third 

0.577 0.408 0.288 0.288 0.288 0.577 0.288 

 

4. FILTER FEATURE SELECTION: CHI-SQUARE (χ²) 

Formula (1) shows the Chi-Square value assigned to each feature or word in the dataset, which is the outcome of 

feature selection using the Chi-Square approach. The top 50% of features from the original feature matrix were 

chosen because they were associated with the target class. This method made it easier to find the most instructive 

characteristics for categorization and data analysis[36]. Table 2 shows the Chi-square feature selection score matrix 

for the given pre-processed sample tweet. 

Table 2: Chi-square feature selection score matrix for the given pre-processed sample tweet 

awww bummer carr david day get third 

0.254 0.183 0.001 0.009 0.450 0.021 0.183 

 
5. WRAPPER FEATURE SELECTION 

Wrapper methods help identify the most important features by combining search or optimization algorithms with 

machine learning models. Unlike other approaches, wrapper methods work closely with a classifier and use a fitness 

function—usually based on classification accuracy—to evaluate different feature subsets. Essentially, they integrate 

feature selection directly into the learning process to find the most relevant features. 

These methods are widely used because they often lead to better classification performance and help reduce the 

number of unnecessary features. Here's how it works: first, a machine learning model evaluates different feature 

combinations using a fitness score, which reflects how well the model performs with those features. The process 

continues iteratively, searching for the feature set that delivers the best results. Once the optimal features are 

identified, they are used for the final text classification task. 

In this step, we used the PSO, GA, HHO, and WOA methods with SVM as the evaluation algorithm, using the 
parameters shown in Table 3. 

Table 3: PSO, GA, HHO, and WOA parameters 
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6. BASELINE CLASSIFIERS 

Six basic algorithms were used for the final classification: K-nearest neighbor ( K=3 & k=4), Multi-layer Perceptron, 

Random Forest, Support Victor Machine, Naives Base, and Logistic Rregression. 

RESULTS AND DISCUSSION 

Table 4: Results of Sentiment140 Dataset 

Without FS Sentiment140 dataset With Chi2 only Sentiment140 dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 57,39 79,61 13,42 22,97 KNN K=3 74,21 85,35 54,96 66,86 

KNN K=4 57,04 87,36 10,80 19,23 KNN K=4 70,76 88,14 44,17 58,85 

MLP 83,77 84,00 81,18 82,57 MLP 87,08 86,01 86,83 86,42 

NB 82,83 83,86 78,91 81,31 NB 86,67 87,29 84,07 85,65 

SVM 85,51 87,13 81,41 84,17 SVM 87,65 89,02 84,29 86,59 

RF 77,85 87,67 61,90 72,57 RF 82,74 85,98 75,91 80,63 

LR 86,21 88,20 81,80 84,88 LR 87,86 89,18 84,62 86,84 

With Chi2+PSO Sentiment140 dataset With Chi2+GA Sentiment140 dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 85,71 90,52 78,01 83,80 KNN K=3 84,91 90,13 76,51 82,76 

KNN K=4 81,42 92,81 65,84 77,04 KNN K=4 80,88 92,37 64,97 76,29 

MLP 93,20 94,03 91,44 92,72 MLP 91,34 92,61 88,79 90,66 

NB 86,68 87,90 83,32 85,55 NB 85,3 87,24 80,76 83,87 

SVM 86,59 88,73 82,10 85,29 SVM 85,68 88,58 80,07 84,11 

RF 85,93 90,67 78,34 84,06 RF 85,03 91,10 75,79 82,74 

LR 85,41 88,24 79,80 83,81 LR 84,41 87,89 77,77 82,52 

With Chi2+WOA Sentiment140 dataset With Chi2+HHO Sentiment140 dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 83,45 92,07 71,15 80,27 KNN K=3 84,26 91,97 73,13 81,47 

KNN K=4 77,48 93,77 56,15 70,24 KNN K=4 77,65 93,70 56,58 70,55 

MLP 97,42 97,52 97,01 97,27 MLP 97,45 97,23 97,38 97,30 

NB 88,25 88,97 85,82 87,37 NB 88,55 88,80 86,75 87,77 

SVM 89,65 90,70 87,06 88,84 SVM 89,64 90,65 87,10 88,84 

RF 87,23 92,90 79,06 85,42 RF 86,65 92,57 78,07 84,70 

LR 87,64 89,90 83,24 86,4 LR 87,53 89,78 83,11 86,32 

 

The results -Table 4 - clearly demonstrate that feature selection has a strong positive impact on model performance. 

Without any reduction, certain models—like KNN—struggle, especially when it comes to recall and F1-score. Even 

just applying the Chi-square (Chi2) method brings noticeable improvements, particularly for models like KNN, Naive 

Bayes (NB), and Random Forest (RF). 

That said, the best results come from combining Chi2 with optimization algorithms such as PSO, GA, WOA, and 

HHO. The MLP model, for example, achieves outstanding results—reaching over 97% accuracy when paired with 

WOA and HHO. Other models like SVM, RF, and Logistic Regression (LR) also show significant improvements across 

precision, recall, and F1-score. PSO consistently performs well across all models, while WOA and HHO prove 

especially effective for more complex models. 

In short, integrating Chi2 with optimization algorithms doesn’t just enhance classification accuracy—it also helps 

models become more reliable and robust, particularly when working with complex datasets like Sentiment140. 
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Figure 3: Accuracy, Precision, Recall, and F1-score of proposed model for all algorithms using Sentiment140 

dataset 
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Table 5: Results of IMDB Dataset 

Without FS IMDB dataset With Chi2 only IMDB dataset 

Model 
Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Model 
Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 
70,7 75,15 83,65 79,17 

KNN K=3 
66,66 66,68 89,81 79,95 

KNN K=4 
69,23 78,28 74,43 79,31 

KNN K=4 
66,99 67,02 89,27 80,02 

MLP 
82,78 86,23 88,22 87,21 

MLP 
83,69 86,27 89,80 88,01 

NB 
75,84 78,99 86,80 82,71 

NB 
80,03 85,46 84,35 84,90 

SVM 
84,67 87,06 90,40 88,70 

SVM 
85,85 87,68 91,62 89,61 

RF 
71,67 70,86 97,58 82,10 

RF 
76,19 75,83 94,29 84,06 

LR 
85,22 86,97 91 ,51 89,18 

LR 
85,96 87,60 91,91 89,70 

With Chi2+PSO IMDB dataset With Chi2+GA IMDB dataset 

Model 
Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Model 
Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 
85,39 87,74 90,73 89,21 

KNN K=3 
59,82 91,54 43,68 59,15 

KNN K=4 
82,91 91,75 81,67 86,42 

KNN K=4 
49,32 92,21 26,08 40,67 

MLP 
98,09 98,52 98,61 98,57 

MLP 
98,06 98,53 98,56 98,54 

NB 
80,97 86,11 85,15 85,63 

NB 
80,84 85,67 85,53 85,60 

SVM 
86,57 88,15 92,23 90,14 

SVM 
86,46 88,06 92,16 90,03 

RF 
91,57 89,39 90,11 91,00 

RF 
91,54 89,21 89,15 93,92 

LR 
83,74 84,47 92,60 88,35 

LR 
83,86 84,54 92,72 88,44 

With Chi2+WOA IMDB dataset With Chi2+HHO IMDB dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 68,97 68,24 89,89 81,08 KNN K=3 68,17 67,67 89,90 80,69 

KNN K=4 69,29 68,49 89,79 81,23 KNN K=4 70,82 69,57 89,86 82,00 

MLP 98,49 98,60 99,12 98,87 MLP 98,65 98,65 98,86 98,11 

NB 81,37 87,00 84,66 85,82 NB 81,20 87,00 84,36 85,81 

SVM 90,40 91,67 94,12 92,88 SVM 90,24 91,49 94,09 92,77 

RF 91,75 89,39 89,41 94,13 RF 92 ,01 89,74 89,35 94,31 

LR 86,99 87,78 93,48 90,53 LR 86,62 87,55 93,69 90,51 

 

Experiments on the IMDB dataset - Table 5- demonstrate that feature selection enhances classification algorithms' 

overall performance. Chi2 by itself yields modest increases, but the greatest outcomes are obtained when combined 

with optimization methods like PSO, GA, WOA, or HHO. PSO is notable for its excellent performance among these 

combinations, especially for models like KNN and MLP. While GA works well with models like MLP, it is less 

appropriate for KNN. In contrast, WOA and HHO also produce great results, closely matching each other. With many 

approaches, MLP achieves about 99% accuracy, making it the best-performing model overall. These findings support 

the usefulness of integrating optimization strategies with statistical selection techniques to enhance classification 

quality. 
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Figure 4: Accuracy, Precision, Recall, and F1-score of proposed model for all algorithms using IMDB dataset 
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Table 6: Results of Tweets us airline sentiment Dataset 

Without FS Tweets us airline sentiment dataset With Chi2 only Tweets us airline sentiment dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 63,05 67,22 21,25 20,01 KNN K=3 76,84 82,12 55,76 66,42 

KNN K=4 62,36 65,15 28,92 26,3 KNN K=4 74,41 88,46 43,35 58,18 

MLP 78,57 74,78 72,17 73,45 MLP 85,86 85,31 79,21 82,15 

NB 81,42 81,00 71,56 75,99 NB 85,86 83,87 78,10 80,88 

SVM 83,42 83,41 74,44 78,68 SVM 86,52 86,33 79,82 82,95 

RF 79,67 84,27 62,08 71,50 RF 81,92 83,18 70,17 76,12 

LR 84,06 84,85 74,50 79,34 LR 86,42 87,33 78,33 82,58 

With Chi2+PSO Tweets us airline sentiment dataset With Chi2+GA Tweets us airline sentiment dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 80,80 74,52 80,93 77,60 KNN K=3 87,07 89,31 77,83 83,17 

KNN K=4 83,97 93,65 65,41 77,02 KNN K=4 83,17 91,96 64,69 75,95 

MLP 92,16 92,99 87,52 90,18 MLP 91,55 92,93 85,98 89,32 

NB 86,24 86,99 78,21 82,37 NB 85,56 86,42 76,94 81,41 

SVM 87,73 89,21 79,77 84,22 SVM 86,61 88,05 77,99 82,72 

RF 87,66 94,88 73,95 83,11 RF 88,00 94,55 75,11 83,72 

LR 83,92 88,07 70,40 78,25 LR 83,47 88,06 69,12 77,53 

With Chi2+WOA Tweets us airline sentiment dataset With Chi2+HHO Tweets us airline sentiment dataset 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

KNN K=3 86,00 91,08 73,06 81,08 KNN K=3 86,43 91,03 74,28 81,81 

KNN K=4 81,35 94,41 58,03 71,88 KNN K=4 81,24 94,46 57,70 71,64 

MLP 97,56 97,64 96,40 97,01 MLP 97,20 97,73 95,40 96,55 

NB 86,57 85,96 80,43 83,10 NB 86,59 86,49 79,82 83,02 

SVM 89,64 90,22 83,87 86,93 SVM 89,48 90,27 83,37 86,69 

RF 89,34 96,58 76,77 85,55 RF 88,84 95,88 76,11 84,86 

LR 85,52 89,03 73,83 80,73 LR 85,29 89,23 73,00 80,30 

 

Working with the Tweets US Airline Sentiment dataset -Table 6- clearly shows how important feature selection is 

for improving model performance. When no reduction is applied, some models—especially KNN—perform poorly, 

with low recall and F1-scores. Just adding the Chi2 feature selection method already makes a noticeable difference, 

particularly for KNN, Naive Bayes, Random Forest, and MLP. But the real game-changer comes when Chi2 is 

combined with optimization algorithms like PSO, GA, WOA, and HHO. These combinations push models like MLP 

to achieve over 97% accuracy, and models like SVM, RF, and Logistic Regression also see significant improvements 

across all key metrics. PSO shows consistently strong results across the board, while WOA and HHO are especially 

effective with more complex models. In short, combining Chi2 with these optimization techniques not only boosts 

performance but also makes the models more reliable and better suited to handle real-world, messy data like tweets. 
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Figure 5: Accuracy, Precision, Recall, and F1-score of proposed model for all algorithms using Tweets us airline 

sentiment  dataset 
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CONCLUSION 

The results of this study highlight just how powerful hybrid feature selection methods can be for improving sentiment 

analysis on Twitter data. When no feature reduction is applied, many traditional models struggle—especially in terms 

of recall and F1-score—mainly because of the high dimensionality and noise typical of text-based data. Even using 

the Chi-square (Chi2) method on its own leads to noticeable performance improvements across several models. But 

the real breakthrough comes when Chi2 is combined with bio-inspired optimization algorithms like PSO, GA, WOA, 

and HHO. These hybrid techniques deliver significant gains in accuracy, with models like MLP reaching over 97%, 

and others such as SVM, Random Forest, and Logistic Regression showing steady improvements across all key 

performance metrics. PSO showed strong results across the board, while WOA and HHO stood out particularly on 

more complex models. All in all, these findings show that blending statistical and bio-inspired approaches makes 

models not only more accurate but also more reliable—offering a promising path forward for handling the challenges 

of sentiment analysis on noisy, real-world social media data. 
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