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Introduction: The availability of Internet technologies and the low cost of digital image sensors 

have led to the creation of vast amounts of image databases for various application fields. These 

image databases have increased the demand for developing efficient image retrieval methods to 

meet users' needs. A great deal of attention and effort has been devoted to improving content-

based image retrieval methods, especially focusing on reducing the semantic gap between simple 

features and human visual recognition. 

Objectives: To develop and implement a Content-Based Image Retrieval (CBIR) system 

enhanced by ensemble machine learning techniques, aiming to improve retrieval accuracy and 

reduce the semantic gap between low-level image features and high-level human visual 

understanding. 

Methods: In this study, we employed an ensemble machine learning approach to enhance the 

performance of Content-Based Image Retrieval (CBIR). Initially, image features were extracted 

using the pre-trained VGG16 model, leveraging its deep convolutional layers to capture rich 

spatial features. These features were further refined using a custom Convolutional Neural 

Network (CNN) to learn task-specific patterns. The extracted features were then flattened and 

passed into the XGBoost classifier for robust prediction and categorization. By combining the 

strengths of deep learning (VGG16, CNN) with the gradient boosting framework (XGBoost), the 

ensemble model achieves superior retrieval accuracy. This hybrid method effectively narrows the 

semantic gap and enhances image similarity detection. The ensemble approach demonstrated 

up to 99% prediction accuracy on our test dataset. 

Results: In this paper, a study has been carried out on feature extraction using VGG16 with 

XGBoost classifier. From this experiment we can conclude that combination of VGG16 & 

XGBoost technique gives very good results of query image and retrieved images resulting with 

high accuracy. In addition, XGBoost is optimized to make the structure of the model better match 

the extracted features, so as to better understand the image features. 

Conclusions: XGBoost is Boosting: combines multiple weak learners (decision trees) to form a 

strong predictive model. Regularization: Includes techniques to prevent overfitting, enhancing 

model generalization. Efficiency: optimized for speed and performance, making it suitable for 

large datasets. Flexibility: Supports various objective functions and evaluation metrics. Also, the 

accuracy of the model is very high. 

Keywords: Content based Image retrieval, Ensemble Learning, VGG16, CNN, XGboost.  
 

 

INTRODUCTION 

Nowadays, the new methods of image restoration are widely used in many fields and provide a method that can 

extract comparative images from a set of images. With the development of the Internet, many digital images are 

available in various fields such as industry, science, medicine and education. Content analysis involves examining all 
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the information contained in an image, not just metadata, such as keyword tags or information about the image itself. 

Image collection and retrieval is important for many applications such as fashion design, crime prevention, medicine, 

architecture, etc. [01].  

A typical CBIR system includes two phases: indexing phase and retrieval phase. In a CBIR system, low-level 

image feature descriptors are extracted from images, which can later be used to index images in a database. In the 

retrieval phase, image features are derived by the query system from the image submitted by the user (as a query 

image). These features are later used for similarity matching of feature vectors stored in the database. CBIR systems 

provide users with an easy way to search digital images in a large database [01]. In CBIR systems, low-level feature 

descriptors are extracted from images, which can later be used to index the images in a database. Typically, content-

based image retrieval systems extract the visual content of images in a database and describe them as 

multidimensional feature vectors. The feature vectors of the images in the database form a feature-based database. 

Unlike keyword-based image retrieval systems, CBIR requires an image as input to the system (query image), and a 

set of retrieved images is returned to satisfy the user's preferences regarding image content, color, edges, and texture. 

The similarity or distance between the feature vectors of the query example or sketch and the feature vectors of the 

images in the database is then evaluated, and the search is performed using an indexing scheme [02]. Content-based 

image retrieval is necessary not only to retrieve more suitable images but also to retrieve multiple features to increase 

search accuracy. Generally, searching using search engines using text search is not very accurate. Therefore, content-

based image retrieval should be chosen. Content-based image retrieval is also known as image content query (QBIC) 

and content-based visual information retrieval "CBVIR". Two important aspects of content-based image retrieval 

"CBIR" are similarity measurement and visual feature representation. Image mining deals with the extraction of 

knowledge, relationships, or other patterns in image data that are implicitly stored in images. Methods from 

computer vision, image processing, image search, machine learning, and artificial intelligence are used. Basic image 

features are used to identify and retrieve closely related images from an image database [03, 04]. 

OBJECTIVES 

The Color Co-occurrence Matrix (CCM) is a powerful tool in extracting low-level features from images, playing 

a key role in Content-Based Image Retrieval (CBIR) systems. Its effectiveness has been widely demonstrated across 

various studies [05], [06], [07]. In particular, research by [08] has integrated CCM features with visual descriptors 

from the MPEG-7 standard, resulting in significant improvements in retrieval performance. This combination 

highlights the advantage of incorporating multiple low-level features for more accurate image retrieval. Additionally, 

[09] explored the use of edge, texture, and color features in image retrieval, using the Support Vector Machine (SVM) 

classifier to enhance the outcomes. By optimizing these features, the study achieved better classification and retrieval 

results. Another interesting approach was introduced by [10], which combined shape and color features with 

nonparametric ranklet transform texture features, creating a novel method for image retrieval. Further 

improvements in CBIR were observed through the integration of local descriptors. [11] combined Scale-Invariant 

Feature Transform (SIFT) and Local Intensity Order Pattern (LIOP) descriptors to obtain visual words, which 

significantly boosted retrieval performance. Similarly, [12] introduced a feature descriptor using Binary Robust 

Invariant Scalable Keypoints (BRISK) alongside SIFT, which further enhanced retrieval capabilities. In another 

study, [13] proposed a new approach that used Discrete Wavelet Transform, Canny Edge Histograms, and the YCbCr 

color model for image retrieval, offering a unique combination of techniques for improved performance. Additionally, 

[14] introduced extended versions of Motif Co-occurrence Matrices (MCM), which, when combined, helped to boost 

CBIR performance. The advancement of Deep Learning has also played a critical role in the evolution of CBIR. As 

noted by [15], deep neural networks allow for the extraction of both high-level and low-level features from images, 

significantly narrowing the semantic gap between the query and database images. This has led to a substantial 

improvement in CBIR performance, making deep learning models a powerful tool in modern image retrieval systems. 

In summary, the integration of various feature extraction methods, including CCM, SIFT, LIOP, BRISK, and more, 

with advanced classifiers such as SVM, along with deep learning approaches, has propelled the development of more 

accurate and efficient CBIR systems.  

To develop and implement a Content-Based Image Retrieval (CBIR) system enhanced by ensemble machine 

learning techniques, aiming to improve retrieval accuracy and reduce the semantic gap between low-level image 

features and high-level human visual understanding.  



Journal of Information Systems Engineering and Management 
2025, 10(53s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 934 

 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 

Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work 

is properly cited. 

 

METHODS 

I. VGG16 ARCHITECTURE 

A deep learning model called a Convolutional Neural Network (CNN) architecture is used to interpret 

structured, grid-like data, including photographs. It is made up of the convolutional, pooling, and fully connected 

layers that are displayed in Fig. 1. CNNs' hierarchical feature extraction capabilities make them very useful for tasks 

like object identification, picture segmentation, and image classification. A convolutional neural network (CNN) 

architecture called the VGG-16 model was put forth by the University of Oxford's Visual Geometry Group (VGG). 

With 16 layers total—13 convolutional layers and 3 fully linked layers it is distinguished by its depth. VGG-16 is 

renowned for its simplicity and effectiveness, as well as its ability to achieve strong performance on various computer 

vision tasks, including image classification and object recognition [16]. 

The design of the model consists of a stack of progressively deeper max-pooling layers after a series of 

convolutional layers. Because of its design, the model can learn complex hierarchical representations of visual data, 

which results in predictions that are reliable and accurate. Due to its great speed and versatility, VGG-16 is still a 

popular choice for many deep learning applications, even if it is simpler than more contemporary architectures. 

Teams compete on computer vision tasks such as object localization and picture classification in the annual ImageNet 

Large Scale Visual Recognition Challenge (ILSVRC). Top rankings were attained by VGG16, which was introduced by 

Karen Simonyan and Andrew Zisserman in 2014. It was able to identify items from 200 classes and categorize photos 

into 1000 groups [16].   

 

Fig. 1 VGG-16 architecture Map 

I. Input Layer: Input dimensions: (224, 224, 3) 

II. Convolutional Layers (64 filters, 3×3 filters, same padding): 

i. Two consecutive convolutional layers with 64 filters each and a filter size of 3×3. 

ii. Same padding is applied to maintain spatial dimensions. 

III. Max Pooling Layer (2×2, stride 2): Max-pooling layer with a pool size of 2×2 and a stride of 2. 

IV. Convolutional Layers (128 filters, 3×3 filters, same padding): Two consecutive convolutional layers with 128 

filters each and a filter size of 3×3. 

V. Max Pooling Layer (2×2, stride 2): Max-pooling layer with a pool size of 2×2 and a stride of 2. 

VI. Convolutional Layers (256 filters, 3×3 filters, same padding): Two consecutive convolutional layers with 256 

filters each and a filter size of 3×3. 

VII. Convolutional Layers (512 filters, 3×3 filters, same padding): Two sets of three consecutive convolutional 

layers with 512 filters each and a filter size of 3×3. 

VIII. Max Pooling Layer (2×2, stride 2): Max-pooling layer with a pool size of 2×2 and a stride of 2. 

IX. Stack of Convolutional Layers and Max Pooling: 

i. Two additional convolutional layers after the previous stack. 

ii. Filter size: 3×3. 

X. Flattening: Flatten the output feature map (7x7x512) into a vector of size 25088. 

XI. Fully Connected Layers: 

1. Three fully connected layers with ReLU activation. 

2. First layer with input size 25088 and output size 4096. 

3. Second layer with input size 4096 and output size 4096. 
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4. Third layer with input size 4096 and output size 1000, corresponding to the 1000 classes in the ILSVRC 

challenge. 

5. Softmax activation is applied to the output of the third fully connected layer for classification. 

This architecture follows the specifications provided, including the use of ReLU activation function and the final fully 

connected layer outputting probabilities for 1000 classes using SoftMax activation. 

II. XGBOOST ARCHITECTURE 

 A distributed gradient boosting library optimized for efficiency and scalability in machine learning model 

training is called XGBoost. One well-liked boosting approach is gradient boosting. Each prediction in gradient 

boosting fixes the error of the one before it. Unlike Adaboost, each predictor is trained using the residual errors of its 

predecessor as labels rather than adjusting the weights of the training cases. A method known as Gradient Boosted 

Trees uses CART (Classification and Regression Trees) as its foundation learner, as illustrated in Figure 2 [17].  

 It is an ensemble learning technique that generates a stronger prediction by aggregating the predictions of 

several weak models. Extreme Gradient Boosting, or XGBoost, is a machine learning algorithm that has gained 

popularity and widespread usage because it can handle large datasets and achieve state-of-the-art performance in 

many machines learning tasks, including regression and classification. XGBoost's effective handling of missing values 

is one of its primary characteristics, enabling it to handle real-world data with missing values without requiring a lot 

of pre-processing. Furthermore, XGBoost comes with built-in support for parallel processing, which enables training 

models on big datasets quickly [17]. 

 

 

Fig. 2 Boosting Structure 

Applications for XGBoost are numerous and include click-through rate prediction, recommendation engines, 

and Kaggle tournaments. Its high degree of customization also enables performance optimization through the fine-

tuning of different model parameters. Extreme Gradient Boosting, or XGBoost, was the idea put out by University of 

Washington academics. It's a C++ package designed to optimize gradient boosting training. A Gradient Boosted 

decision tree implementation is called XGBoost. Models with XGBoost dominate a lot of Kaggle competitions. 

Decision trees are generated sequentially in this approach. An important part of XGBoost is weights. Each 

independent variable is given a weight before being fed into the decision tree to make predictions about the outcome. 

The factors that the decision tree incorrectly predicted are given more weight and placed into the second decision 

tree. After then, these separate classifiers/predictors combine to produce a robust and accurate model. Regression, 

classification, ranking, and user-defined prediction problems are among the tasks it can handle [18]. 

The prediction scores of each individual decision tree then sum up to get If you look at the example, an 

important fact is that the two trees try to complement each other. Mathematically, we can write our model in the form 

[19, 20],  

𝒚𝒊̂ = ∑𝒇𝒌(𝒙𝒊), 𝒇𝒌 ∈ 𝑭

𝑲

𝒌=𝟏
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where, K is the number of trees, f is the functional space of F, F is the set of possible CARTs. The objective 

function for the above model is given by: 

 

where the regularization parameter is the second term and the loss function is the first. Currently, we apply the 

additive technique, minimize the loss of what we have learned, and add a new tree, which may be summarized as 

follows, rather than learning the tree all at once, which makes the optimization harder: 

 

The objective function of the above model can be defined as: 

 

Now, let’s apply Taylor series expansion up to second order: 

 

where g_i and h_i can be defined as: 

 

Simplifying and removing the constant: 

 

Now, we define the regularization term, but first we need to define the model: 

 

Here, w is the vector of scores on leaves of tree, q is the function assigning each data point to the corresponding 

leaf, and T is the number of leaves. The regularization term is then defined by: 

 

Now, our objective function becomes: 
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RESULTS 

A standard Content-Based Image Retrieval (CBIR) dataset consisting of 1,000 images was created, as 

illustrated in Fig. 3. The image retrieval model was implemented using a hybrid approach that combines the XGBoost 

algorithm with the VGG16 deep learning architecture. The implementation was carried out using the Keras API with 

the TensorFlow backend in Python. During execution, image features were extracted using VGG16 and stored as 

vector representations in a feature database. These feature vectors served as the foundation for efficient image 

retrieval. A query image was then processed to extract its features, which were compared against the database to 

retrieve the most similar images. 

 

                                                        
                                                       (a)                                                                                             (b) 

Fig. 3 Images used for feature derivation (a) Pinkladies (b) Orchid 

For the image retrieval process, three separate programs were developed: the first for feature extraction using 

the VGG16 model, the second for training the classifier using XGBoost, and the third for evaluating and identifying 

similar images. When the feature extraction program is executed, image features are extracted and stored for use in 

training. Figure 4 displays the extracted feature data. These features are then passed to the XGBoost classifier to train 

the retrieval system. During this training phase, prediction values can be observed, as shown in Figure 5, referred to 

as the prediction data. Figure 5(a) illustrates the prediction accuracy, which in our case reaches a perfect score of 1. 

Figure 5(b) presents the confusion matrix, indicating that all six test images were successfully predicted. 

 

Fig.4 Extracted Features 
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Fig. 5 (a) Perdition Accuracy 

 

Fig.5 (b) Confusion Matrix 

To verify the robustness of the trained VGG16 – XGBoost image retrieval system, a separate validation program 

was developed. This program allows users to input any image from a different dataset to test the model’s classification 

capability. During this validation, the model demonstrated high reliability, with a prediction accuracy of 

approximately 99%. 

Figure 6 presents the image retrieval results for two randomly selected flower images from an external dataset. 

                    
                                          (a)                                                                                               (b) 
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                                        (c)                                                                                   (d) 

Fig. 6     a & b) Retrieved image orchid, c & d) Retrieved image of pinkladies 

• Figure 6a displays an image of an Orchid flower, and Figure 6b shows the corresponding terminal output from 

the validation program, confirming that the model correctly predicted the class as "orchid". 

• Similarly, Figure 6c shows an image of a Pink Lady flower, and Figure 6d presents the terminal output, confirming 

the predicted class as "pinkladies". 

DISCUSSION 

The proposed hybrid VGG16–XGBoost approach effectively integrates the deep feature extraction 

capabilities of convolutional neural networks with the high-performance classification and 

ranking strengths of gradient boosting. Applied to the Pink Ladies and Orchid Flowers dataset, 

this system demonstrates excellent performance in accurately classifying floral images and 

retrieving visually similar samples. It achieves perfect classification accuracy on the test set, as 

evidenced by the confusion matrix, and maintains high prediction reliability (approximately 99%) 

when validated on previously unseen data. These results affirm the robustness and 

generalizability of the model. Such a framework is well-suited for practical applications in 

botanical research, automated flower identification, and educational tools in the field of 

horticulture, where precise visual recognition is essential. 
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