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Introduction 

Information resource access is a crucial element of healthcare delivery, enabling enhanced clinical 

outcomes, timely clinical decisions, and efficient resource utilization. However, healthcare data 

continuously exhibit high variability and velocity due to the complex nature of this domain, alongside 

data’s increasing volume and the perpetual system complexity1. An imminent solution has been to 

develop and evolve healthcare information technology, which, unfortunately, presents more 
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Importance: Generative artificial intelligence (AI) has revolutionized 

healthcare domains by offering solutions to complex issues, better disease 

detection and treatment, and patient care experience and related activities. 

However, despite its immense promises, the technology exhibits some 

problems that compromise the exploitation of its full potential.  

Objectives: To provide a comprehensive overview of how generative 

artificial intelligence technologies have been implemented in healthcare  

Evidence Review: PubMed, Web of Science, and Google Scholar were 

the electronic databases searched for studies published between 2022 and 

2024 discussing GenAI in healthcare. An array of MeSH terms and 

keywords was used to query the databases and retrieve studies for 

inclusion based on eligibility criteria.  

Findings: Of the 2178 studies retrieved from the search process, 67 were 

considered for final inclusion. Clinically, the GenAI application cuts across 

radiology, cardiology, cancer screening, and management of comorbidities. 

Some notable benefits of GenAI healthcare adoption include healthcare 

decision support, personalized care delivery, enhanced disease detection 

and management through improved diagnosis and imaging, advanced 

medical research support, and support for administrative (documentation) 

tasks. However, the main pitfalls included model hallucination, data 

privacy and security, and information accuracy and accountability (bias).  

Conclusions and Relevance: Our scoping review identifies various 

applications of GenAI, with a comprehensive overview of promises or 

benefits and possible issues compromising the efficacy of the models. This 

article contributes to Gen AI literature in healthcare, emphasizing the need 

to address the mentioned pitfalls to ease the full utilization of generative AI 

potentials in health delivery.  

 

Keywords: Generative Artificial Intelligence (AI), GenAI, Generative pre-

trained models (GPT), ChatGPT, Large Language Models, Hallucination, 

Healthcare.  
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challenges. The healthcare industry is revolutionizing with increasing personalized medication 

demands, patient data privacy enhancement, the panoptic goal of enhancing diagnostic accuracy and 

clinical outcomes, and the need to bolster chronic disease management2,   3.Moreover, medical errors, 

misdiagnoses, and surgical mishaps are burgeoning in this critical field, raising a major public health 

concern. 

Notably, the healthcare industry is experiencing the fusion of advanced technologies that offer 

innovative solutions in service delivery. A significant example is generative artificial intelligence 

(GenAI), such as large language models (LLMs)4. This is one of the artificial intelligence (AI) 

technologies known for its capability to craft new content in varied forms, including images, texts, 

audio, video, computer code, and speech. GenAI’s immense success has been attributed to its 

unprecedented adoption across various fields; however, its application in healthcare exhibits 

excitement and controversy. GenAI models, for example, the Generative Pre-trained Transformer 

(GPT) developed by OpenAI, with its popular model ChatGPT, have received attention as a powerful 

tool to reshape healthcare due to their natural language processing (NPL) uncanny abilities5,   6. Other 

models include Bard, Bing Chat, LLaMA, Midjourney, Stable Diffusion, and DALL-E. By leveraging 

the potential for clinical decision support, GPT helps healthcare professionals formulate suggestions 

for optimized decision-making7,  8. Proponents attest to the application of GenAI in radiologic 

decision-making9, neurologic clinical decisions10, cancer diagnosis11, detection12, cardiopulmonary 

resuscitation13, and bariatric surgery14, to mention a few. The LLM's natural language understanding 

also improves its efficacy in facilitating patient-care provider communication to boost patient 

engagement and other healthcare administrative tasks15. 

Nevertheless, GenAI has invaluably attracted intense opposition due to its limitations in the medical 

field. There have been concerns about ethics, mainly privacy violations and patient data 

confidentiality. The "black box" interpretability challenge is also explicit, given the criticality of 

understanding the decision processes and conclusions on each health issue16. Lacking interpretability 

would render them untrustworthy. Additionally, the possibility of producing unreliable, ungrounded, 

or misleading content, regarded as hallucination, can harm healthcare where accuracy and reliability 

are crucial17. Other concerns include generalization and the potential for biased outputs caused by AI 

algorithms. 

While studies have presented valuable insights, it's inevitable that harnessing this transformative 

technology ethically, effectively, and adequately remains a puzzle, especially for healthcare adoption 

needs. In light of the above, this systematic scoping review provides a comprehensive overview of how 

generative artificial intelligence technologies have been implemented in healthcare. By exploring the 

vast promises alongside possible perils that cannot be ignored, this study seeks to contribute to the 

ongoing debate of harnessing GenAI's significant transformative capabilities to improve overall 

clinical practice and care delivery experience. 

 

Methods 

Review Protocol 

This systematic scoping review followed the PRISMA-ScR (Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines, ensuring reliability, 

transparency, and rigorous reporting. The protocol aimed to identify themes in recent literature on 

the promises and pitfalls of generative AI (GenAI) applications in healthcare, guiding future research 

in alignment with CISAT’s focus on AI-driven solutions. 

 

Information Sources and Search Strategy 

We searched five electronic databases, PubMed, Web of Science, Scopus, IEEE Xplore, and Google 

Scholar, to capture interdisciplinary studies on GenAI in healthcare. These databases were selected 

for their comprehensive coverage of clinical, informatics, and technical literature, ensuring a robust 
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evidence base. The search used a combination of keywords and MeSH terms: ("generative artificial 

intelligence" OR "GenAI" OR "large language models" OR "LLMs" OR "Generative Pre-trained 

Transformer" OR "ChatGPT") AND ("healthcare" OR "health" OR "medical" OR "clinical")). Searches 

covered studies published from January 2020 to April 2024, reflecting the rapid evolution of GenAI 

technologies. 

 

Eligibility (Inclusion & Exclusion) Criteria 

Studies were included if peer-reviewed, published in English or select non-English languages (with 

translated abstracts), and focused on specific GenAI applications in healthcare (e.g., clinical, 

administrative, research). Original research (e.g., clinical studies, case reports, RCTs, validation 

studies) was prioritized, with three high-quality reviews or editorials included as supplementary 

sources for contextual insights. Articles were excluded if they were uncategorized, books, news, 

nonscientific, systematic reviews, conference proceedings, or lacked full-text availability. Studies 

discussing non-GenAI machine learning or out-of-scope topics were also excluded. 

 

Study Selection and Screening 

The selection process involved two stages. First, two reviewers independently screened titles and 

abstracts for relevance based on inclusion/exclusion criteria. Second, full-text articles were reviewed 

to confirm eligibility. Supplementary sources (reviews/editorials) followed a separate screening track 

to ensure clarity in analysis. Discrepancies were resolved through consensus or consultation with a 

third reviewer. The process yielded 67 studies, including 62 original research articles, 2 non-English 

studies (translated abstracts), and 3 supplementary sources. 

 

Data Charting and Extraction 

Data were extracted into a bespoke Microsoft Word form, piloted on 5% of included studies. Extracted 

fields included study characteristics (author, year), GenAI application, promises/benefits, and 

pitfalls/challenges. Reviewers independently charted data, ensuring consistency through regular 

calibration. 

 

Data Analysis 

Data were synthesized narratively to map GenAI applications, promises, and pitfalls. Thematic 

clustering, conducted using NVivo, grouped findings into meta-themes: Clinical Efficacy (e.g., disease 

detection, decision support), Ethical Challenges (e.g., hallucination, bias, privacy), and Operational 

Efficiency (e.g., administrative tasks, research support). Co-citation analysis, performed with 

VOSviewer, identified influential studies shaping the GenAI discourse, highlighting key authors and 

works. The sample size of 67 studies was sufficient to capture the diversity of GenAI applications and 

challenges in this emerging field, consistent with scoping review methodology that prioritizes 

conceptual mapping over exhaustive inclusion. These analytical methods enhanced the exploratory 

depth of the review, providing a structured synthesis of the literature. 

 

Quality Assessment 

A simplified Critical Appraisal Skills Programme (CASP) checklist was applied to assess the 

methodological quality of included studies, focusing on clarity of objectives, study design 

appropriateness, data collection rigor, and reporting transparency. Each study was rated as high, 

moderate, or low quality, with results summarized in Table 1: Quality Assessment Summary. This 

assessment balanced rigor with the scoping review’s broad scope. 

 

 

 



Journal of Information Systems Engineering and Management 
2025, 10(50s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 

 1271 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. 

 

Table 1: Quality Assessment Summary 

Quality Rating Number of Studies Description 

High 40 Clear objectives, robust design, transparent reporting 

Moderate 22 Minor limitations in design or reporting 

Low 5 Significant methodological or reporting issues 

Note: The majority of studies (59.7%) were rated high quality, supporting the robustness of the 

evidence base. Low-quality studies were included for completeness but interpreted cautiously. 

 

Results 

Our initial search identified and retrieved 2178 unique titles. After deduplicating 567 records, 1611 

were subjected to screening. In the abstract and title screening, 918 articles were found to be 

unrelated to the specific research interest and excluded, and further 189 studies not focusing 

primarily on GenAI or for discussing non-health related GenAI use. Five hundred and four studies 

were sought for retrieval, but only 432 studies were retrieved for full-text screening. After full-text 

screening based on the predefined inclusion criteria, only 67 articles were included in the final 

analysis. The PRISMA diagram, Fig.1, depicts our search and selection process. 

 

Characteristics of Included Studies 

Most literature inclusions in this study were original research articles, with few being opinionated 

articles such as conferences.  

Of the 34 articles reporting various applications of GenAI in the medical field, 35% reported Gen AI 

disease detection applications, 18% medical decision support, 35% healthcare administrative support, 

and 12% reported applications in medical research fields (Table 2).  

More than half of the studies also reported decision-making support by providing enhanced, accurate, 

clinically valuable information to caregivers and patients, which is one of the successful promises 

delivered by GPT models (Table 3).  

Hallucination was the most frequently discussed limitation of GenAI adoption in healthcare, with 

possible harm to most clinical decisions, as well as compromised medical research (Table 4). 

Tables 2, Table 3, and Table 4 provide a detailed summary of the themes and key findings of each of 

the included studies.  

 

GenAI models and Applications in Healthcare Domains 

Table 2 highlights various implementation domains of GenAI in healthcare. Based on the results, 

disease detection is among the key domains of Gen AI applications, spanning across conditions 

including cancer screening, surgical procedures, mental health, and managing comorbidities such as 

diabetes by predicting CKD risks9,    19,     28. Scholars also reported the robustness of Gen AI in 

supporting medical decision-making, for instance, quality cancer information, ophthalmic diagnosis, 

and heart disease management19,   29,    33. With its wider applications in general administrative 

functions, findings show the technology’s significance in health data documentation, for example, in 

preparing discharge summaries, operative notes, radiologic reports, and health reports34,   44. 

Nevertheless, findings also unearth the tech’s application in medical research to solve complex 

medical and clinical questions, improve data collection, analysis, and research communication, and 

increase the production of top-quality medical papers45,     48 (Table 2).  
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Figure 1: PRISMA Flow diagram 

 

Table 2: GenAI Applications in Healthcare Summary 

Service/Implementation 

domains  

Sub-Themes Supporting 

studies   

 

 

 

Disease detection 

(diagnosis & imaging) 

and treatment 

Diagnosing ophthalmic conditions, obstructive sleep 

apnea 

19–22 

Breast cancer screening 9,23 

Providing accurate information for surgery 24,25,49 

Diabetes management, i.e., Predicting and identifying risk 

drivers for Chronic Kidney Disease (CKD) type 2 diabetes 

comorbidity 

26 

Mental health/ Depression and anxiety management, i.e., 

Chatbot therapy for reducing depression and anxiety 

27,28 

 

 

Medical decision 

support 

Clinical decision support 29,30 

Quality cancer information 31 

Radiology/ imaging; Ophthalmic diagnosis 19 

Cardiology/ heart disease 32 

Performing triage 33 

 

 

 

Administrative support 

(Clinical 

documentation) 

Discharge summary preparation, 34 

Health message generation, health-related texts, and 

reports 

35–37 

Generating Operative notes     34,38 

Radiologic report labeling & image diagnosis 39,40 

Quality Patient interactions through medical responses 

and appropriate medical advice 

41–43 
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Streamlining collection and analysis of patient data. 44 

 

 

Medical research  

Solving complex medical and clinical questions. 45 

Improving data collection and analysis, communication, 

and accessibility for medical researchers 

46 

Producing and summarizing medical articles 47,48 

 

Potential Promises of GenAI models in healthcare 

Decision-making support 

With a formidable evidence of application in various healthcare activities, one of the applauded 

benefit or promises of this technology is decision-making support. According to most studies, GenAI 

has supported decision-making by providing enhanced, accurate, clinically valuable information to 

caregivers and patients in the healthcare field26,   31,   32,   49-60. Interestingly, these studies further assert 

that the GenAI models and chatbots could be invaluable physician assistance tools, helpful in 

contextualizing risk prediction explanations to inform clinical assessment decisions. Besides, the 

models are also reported to support clinical decision-making through their immense potential in 

patient categorization, providing accurate and valuable medical information and response, precise 

interpretation of symptoms, and aiding clinical reasoning (Table 3). 

 

Personalized healthcare 

Although not largely reported, one study has underscored that personalized healthcare as another 

strategic promise of GenAI. As a revolutionary tool to reckon with in the advent of advanced 

technology, it is reported that large language models (LLM), such as ChatGPT, depicted the possibility 

of improving customized care. For example, one study noted that the models effectively enhanced 

therapeutic alliance for reducing depression and anxiety27 (Table 3).  

 

Transforming medical/ disease detection & evidence-based treatment 

The large language models have also shown great promise to transform medical or disease detection 

alongside evidence-based treatment. Included studies demonstrate that GenAI has transformed 

disease detection by improving disease diagnosis accuracy, for instance, in ophthalmic conditions, 

enhanced medical screening and imaging, which is evident in current cancer screening and treatment, 

or even providing solutions in complex clinical scenarios by providing accurate information, like in 

the case of oromaxillofacial surgery9,   19-25 (Table 3). 

 

Revolutionizing medical research 

Generally, GenAI has also shown great promise in revolutionizing medical research. For instance, the 

inclusions have reported the potential of these LLMs in generating contextual, accurate answers to 

complex clinical questions as part of revolutionizing and advancing medical research. These models 

also support data collection, analysis, and communication of research findings. Studies also 

acknowledge the versatility of using these models to increase the production of top-quality medical 

scientific research papers (Table 3)45,    46,    61. 

 

Improved healthcare operations (Administrative) 

Finally, GenAI models such as ChatGPT have significantly impacted healthcare administrative 

operations. The included articles asserted the capacity of these models to generate quality and clear 

health messages as crucial administrative support potential. Further, the models aid patient 

interactions since they can provide automated medical responses to patient questions and equitable 

medical advice. Further administrative tasks include generating discharge summaries, patient 

information leaflets, operative notes for surgeons, and refined clinical documentation.  
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These models have also shown potential for use in medical dialogue summarization tasks or even 

providing intraoperative support, including streamlined patient data collection and analysis to 

enhance physician-patient communication for planned care34,  35,   38,   41-44,   62-65. Again, these tools also 

act as research tools to increase the production of top-quality medical decision-making76 (Table 3). 

 

Table 3: Promises or Benefits of GenAI Application in Healthcare Delivery 

Key Finding Description Supporting 

Studies   

 

 

Decision-making 

support by providing 

enhanced, accurate, 

clinically valuable 

information to 

caregivers and 

patients  

Informing clinical assessment decisions by contextualizing 

risk prediction explanations/ physician assistance   

 
26,50 

Recategorizing refractive surgery patients  49,51 

Providing accurate and valuable medical information & 

responses, including in medical licensing examinations and 

lab tests 

43,52–55 

Accurate interpretation of symptoms of cardiac conditions 

for clinical decisions  

56,57 

Debunking sleep-related myths 32 

Supporting clinical reasoning for informed decision-making 58–60 

Personalized 

healthcare  

Enhanced therapeutic alliance for reducing depression and 

anxiety  

27 

 

 

 

 

Improved healthcare 

operations 

(administrative) 

Quality and clear health messages 35 

Patient interactions: responding to patient questions 

(medical responses) and providing appropriate and 

equitable medical advice  

41–43 

Constructing discharge documents/summaries and 

operative notes  

34,38 

Generating patient information leaflets  65 

Medical dialogue summarization  64 

Refined clinical documentation  62,63 

Providing intraoperative support, streamlining collection 

and analysis of patient data, and facilitating 

communication between physicians, patients and relatives 

for care planning. 

44 

 

Transforming 

medical/ disease 

detection & evidence-

based treatment  

Enhanced disease diagnosis accuracy, i.e., diagnosing 

ophthalmic conditions, obstructive sleep apnea 

19–22 

Transforming medical screening and imaging, i.e., breast 

cancer screening 

9,23 

Solving complex clinical scenarios, i.e., providing accurate 

information for oromaxillofacial surgery 

24,25 

Revolutionizing 

medical research  

Generating accurate answers to complex medical and 

clinical questions. 

45 

Supporting data collection and analysis and communication 46 

 

Potential Pitfalls of GenAI models in healthcare 

One of the main concerns about GenAI application in healthcare is the challenge of interpretability 

and transparency. Precision and trustworthiness of AI-generated content are fundamental in 

healthcare due to possible implications and harm if handled carelessly. Studies noted that the models 

were not optimally producing verifiable quality content in some instances to guide informed clinical 



Journal of Information Systems Engineering and Management 
2025, 10(50s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 

 1275 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. 

 

decisions. Audibility issues were also inevitable for some generated content, making it impossible to 

interpret and support healthcare delivery processes28,   47,   63,    66-69 (Table 4). 

Data privacy and security were also a great risk due to the nature and sensitivity of patient data and 

clinical information. Studies emphasized concerns over the trust and accuracy of these models' 

training data and the models' capability to accord privacy and security to patient information70-74 

(Table 4). 

Another notable challenge is the propensity of these LLMs to generate and propagate bias or 

misinformation. Irrespective of the models' remarkable performance and capabilities, studies 

expressed reservations about training data issues that lead to bias and technical limitations20,    28,   46,     

67,     73,     75-77 (Table 4). 

Various studies also raised concerns regarding the scalability and integration of most GenAI models 

and chatbots. Studies noted limited or lack of technical and non-technical clarity in responding to 

complex ethical vignettes. Studies also exhibited the inability of the models to substitute physicians, 

such as orthodontists' essential critical thinking and comprehensive subject knowledge, potentially 

due to the model's limited knowledge base and training data19,    22,    54,     75,     78 (Table 4). 

Furthermore, there is an overemphasis on GenAI-based hallucination, a crucial critique of GenAI's 

successful application and integration in various healthcare-related tasks and procedures30,   47,    75,    97-

83. Quite a number of included studies pointed out the model's potential for perpetuating or 

fabricating information or significant responses to critical clinical inquiries. For example, studies 

noted the chatbot's weakness in providing confident responses that are incorrect or fabricated, 

creating and disseminating harmful and inaccurate health-related information, and inconsistent, 

occasional clinically inappropriate replies. In the context of medical research, studies faulted the 

models for generating fraudulent yet authentic-looking scientific medical articles and limited the 

ability to create reliable references for medical research proposals and publications. Finally, studies 

also noted the weakness of the models by providing inconsistent and precise drug assessment 

responses that are clinically irrelevant (Table 4).  

 

Table 4: Pitfalls and Challenges of GenAI Adoption in Healthcare 

Key Finding Description Supporting 

Studies   

Interpretability and 

transparency/quality 

of content  

Auditability issues 28,63,69 

Error-prone process of human adjudication 47,67,68 

Decreasing accuracy and poor performance on more 

complex tasks 

66 

Black box nature of GenAI models 47 

Data privacy and 

security  

Concerns about trust and accuracy 70,71 

Ethical issues related to the use of patient data 72–74 

Information 

accuracy and 

accountability (bias) 

Training data issues leading to bias and technical 

limitations 

28,46,73 

Low accuracy in answering questions 20,77,84 

Propagating training data bias 76 

Low accuracy in diagnosis and treatment suggestions 77,84 

Hallucination  Chatbots provide confident responses that are incorrect or 

fabricated. 

30 

Creating and spreading misinformation/ harmful and 

inaccurate content 

79,84 

Lack of consistent justification and occasional clinically 

inappropriate responses 

80 
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Generating fraudulent but authentic-looking scientific 

medical articles 

47 

Limited ability to generate reliable references for medical 

research proposals 

81,82 

Inconsistently precise drug assessment responses that are 

not clinically meaningful 

83 

Scalability and 

integration 

(usability) 

Technical and non-technical clarity in responding to 

complex ethical vignettes 

78 

Models cannot serve as a substitute for the orthodontist's 

essential critical thinking and comprehensive subject 

knowledge 

20,22,75 

Unaccountability for specific patient preferences; 

Dependency on pre-existing data and inefficient training 

datasets for the models 

20,22 

Challenges with domain integration in a multilingual 

setting 

54 

Difficulty in explaining nuanced ethical dilemmas. 19 

 

Discussion 

The adoption and integration of generative artificial intelligence (GenAI) in healthcare presents a 

promising future in various clinical applications, yet it is not short of some shortcomings that could 

hinder its maximum utilization6,    85. GenAI is poised to revolutionize healthcare in the near future, 

and the mentioned application domains exhibited in this scoping review of 67 studies provide a 

glimpse of its potential within the realms of healthcare6,   85. While ChatGPT has undoubtedly been 

perceived as the dominant GenAI technology since 2022, it is noteworthy that more examples of the 

generative pre-trained (GPT) models and architecture are proving useful in various capacities6 . 

Grounded in socio-technical systems theory86  and technology acceptance models (TAM87; UTAUT88), 

this scoping delves into the multifaceted landscape of GenAI applications in the medical and 

healthcare domain, offering a comprehensive summary of the latest research and evidence of 

potential promises and benefits, as well as limitations or challenges of the technology’s integration in 

healthcare domains. 

The review summarized diverse healthcare applications of GenAI. These large language models 

(LLMs) technologies exhibit multiple roles within the medical domain. For instance, they are widely 

applied in disease detection and treatment and have proved effective6 . These LLMs can extract 

medical insights from physician records, diagnostic reports, and patient histories to facilitate a 

precise diagnosis and treatment6 . Studies have also highlighted the critical application of LLM 

models such as chatbots and ChatGPT in clinical decision support, medical-related research, and 

administrative tasks (clinical documentation)6 . Based on the findings, one insightful GenAI strength 

is revolutionizing disease detection and evidence-based treatment. GenAI has been used in disease 

diagnosis and imaging to enhance the accuracy and efficiency of diagnostic results and interpretation6 

. Moreover, the technology guarantees high quality and improves the diagnosis of complex medical 

conditions89 . Leibig et al. extrapolated that artificial intelligence algorithms outperformed human 

radiologists in disease detection, particularly during mammograms for breast cancer screening89 . 

Regarding individual care, GenAI technologies have ensured and improved personalized healthcare 

delivery by tailoring treatment options to each patient’s needs and conditions90 . Studies postulate 

that these AI technologies analyze health profile information, including patient lifestyle factors, 

disease history, genomics, and current health information, to develop a customized treatment plan91 . 

This approach ensures that treatment choices enhance patients’ quality of life more effectively91 . 
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Additionally, this study elucidates AI’s promise of supporting decision-making. By harnessing 

GenAI’s potential, healthcare providers can make transformative, evidence-based clinical decisions 

for accurate, personalized treatments, diagnoses, and solutions to healthcare-related dilemmas6 . 

Through their findings, Hayward et al. corroborate the aforementioned by emphasizing the role of 

GenAI in boosting patient engagement through personalized health information92 . This study 

affirmed that ChatGPT yielded efficient treatment recommendations tailored to the patient’s clinical 

profile, illness severity, and diagnoses, according to appropriate customized care plans and treatment 

decisions92 . Further, this review also attests to the revolutionizing of medical-related research. 

According to Ghebrehiwet et al., GenAI models have grown to be powerful tools in medical research, 

able to generate synthetic information mirroring real patient data93 . This enhances its versatility in 

medical research in instances of scarce data or where data is difficult to obtain, like in the case of rare 

medical conditions93 . Also, synthetic data can simulate clinical trials, disease progression models, 

and test hypotheses without necessarily contravening patient data and privacy [90]. Nonetheless, 

improved healthcare administrative functions cannot go unnoticed. Beyond notable improvements in 

patient care, GenAI has also optimized administrative operations from documentation resource 

allocation to patient communication94 . For instance, ChatGPT has been efficient in helping hospitals 

optimize their staffing and resource allocations and predict patient admissions to bolster 

administrative efficiency94 . 

 

Comparative Analysis of GenAI Performance 

GenAI’s performance in healthcare applications can be contrasted with traditional AI (e.g., rule-based 

systems, supervised machine learning) and non-AI methods (e.g., manual processes) to clarify its 

unique contributions and limitations. In diagnostics, GenAI’s adaptability, driven by LLMs, enables 

contextual understanding of complex medical texts, outperforming traditional AI’s rigid rule-based or 

feature-engineered models in tasks like cancer screening95 . For example, Leibig et al. demonstrate 

GenAI’s superior accuracy in breast cancer detection compared to classical machine learning (e.g., 

SVM), which requires extensive feature selection89 . However, GenAI’s propensity for hallucination, 

generating fabricated outputs, introduces risks absent in more predictable traditional AI, 

necessitating robust validation96 . Compared to non-AI methods, GenAI significantly enhances 

efficiency and reduces error rates. Manual radiology interpretation, for instance, is time-intensive and 

prone to human error, whereas GenAI automates image analysis with high sensitivity, as seen in 

ophthalmic diagnostics97 . Similarly, administrative tasks like discharge summary preparation are 

streamlined by GenAI’s natural language generation, reducing clinician workload compared to paper-

based documentation. However, non-AI methods avoid GenAI’s privacy risks, as manual processes do 

not require large-scale data training98,  99 . In clinical decision support, GenAI’s ability to process 

unstructured data surpasses traditional AI’s reliance on structured inputs, enabling more nuanced 

recommendations100,   103 . Yet, traditional AI’s deterministic outputs foster greater clinician trust than 

GenAI’s probabilistic, sometimes erroneous suggestions101,   102,    103. Non-AI decision-making, relying 

on clinician expertise alone, ensures accountability but is slower and less scalable, underscoring 

GenAI’s efficiency gains despite its risks104 . These comparisons highlight GenAI’s transformative 

edge, adaptability and efficiency, while emphasizing the need to address hallucination and bias to 

compete with traditional AI’s reliability and non-AI methods’ simplicity. 

 

Theoretical Implications 

GenAI’s adoption reflects socio-technical dynamics, where technical reliability (e.g., diagnostic 

accuracy) interacts with human factors like clinician trust86 . The Technology Acceptance Model 

(TAM) posits that GenAI’s enhanced diagnostics increase perceived usefulness, but hallucination 

undermines perceived ease of use, reducing adoption87 . The Unified Theory of Acceptance and Use of 

Technology (UTAUT) suggests that social influence, such as peer endorsement and training, can 
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mitigate barriers to trust and adoption88 . Ethical challenges, such as bias from unrepresentative 

training data, align with algorithmic fairness theories105 . Transparent training and documentation 

ensure equitable outcomes, particularly in diverse settings106 . Trust in LLMs requires transparent 

error reporting, reinforcing CISAT’s ethical AI priorities97 . 

 

Challenges and Pitfalls 

Notwithstanding, this analysis also revealed that the model’s interpretability, transparency, 

scalability, and integration are critical limitations71 . For instance, previous studies noted that one of 

the vital challenges of GenAI models is ensuring that their outputs are interpretable by physicians, 

hindering decision-making processes relating to diagnosis and treatment planning insights generated 

by the models71 . Notably, there is also an increasing demand for transparency in the use of AI models. 

This highly depends on the documentation of model training, training data sources, and the decision-

making process for accountability and trust for use71 . Shaikh and colleagues have also criticized 

GenAI models for their “black box” nature, making them challenging for physicians to understand98 . 

Regarding information accuracy and accountability or bias, it’s argued that large language models can 

perpetuate or amplify bias in training data, leading to unequal treatment outcomes or misleading 

information71 . Similarly, data privacy and security are fundamental concerns inhibiting the seamless 

application of GenAI models in healthcare99 . The need for larger datasets for training the LLM 

models cannot be underestimated, as it is the main reason for data privacy and security challenges99 . 

Thapa and Camtepe opine that health data is sensitive; thus, handling it must follow set standards 

and regulations99 . In matters of hallucination, findings revealed that GenAI models had been faulted 

for providing confident yet incorrect or fabricated responses or medical-related content that is 

misleading and harmful within the healthcare domain101 . Studies also noted a lack of consistent 

justification and the generation of unreliable clinically inappropriate responses for making clinical 

decisions, including fabricated citations and references101 . According to Gravel et al., the prevalence 

of fabricated information sources and the generation of fake references in GenAI-generated medical 

content exacerbates concerns about the integrity and validity of training data sources102 . 

Crucial to our findings is the element of hallucination, one of the major setbacks of GenAI adoption in 

healthcare101 . As a consequence of continued system perpetuation and the generation of nonsensical 

or incorrect information, hallucination negatively impacts the reliability of AI technology101 . In 

essence, when GenAI systems such as chatbots hallucinate, it equally undermines the dependability 

or accuracy of its generated outputs, hence, the perception of the system’s unreliability101 . 

Consequently, when the AI system is perceived as unreliable, the trust and willingness of users to 

adopt the system are corrupted103 . For instance, there is likely to be diminished trust when users 

experience hallucinations, which arguably reduces confidence in its information outputs as the users 

begin to question the overall system’s reliability103 . Sun and Medaglia reported, with reference to a 

lack of trust in AI features, that individuals are unlikely to trust AI’s diagnostic ability and predictive 

power for treatment purposes103 . Unreliable systems are also thought to be risky, particularly in 

critical applications such as healthcare; hence, a lack of trust in them equates to fear of being used to 

avoid adverse outcomes or significant medical errors107 . With regards to user willingness and 

intention to switch to AI technology, hallucination acts as a significant barrier since users are likely to 

become hesitant to adopt AI systems perceived to be unreliable and untrustworthy with respect to 

system inadequacy, limitation, and inoperability in healthcare108 . The other crucial factor rests on 

long-term engagement. Due to reliability issues, hallucination compromises user experience due to 

high regard for dependable technology systems that give accurate and consistent outputs or results109 

. In this accord, hallucination is likely to compromise long-term user engagement since it makes the 

system non-dependable and inefficient109 . Literature argues that reliable AI technologies foster user 

loyalty and long-term engagement, which determines their intention to switch to whichever AI 

system109. 
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Policy and Practice Recommendations 

To address these challenges and maximize GenAI’s potential in healthcare, stakeholders should adopt 

targeted strategies: 

• Researchers: Develop interpretable LLMs by fine-tuning with healthcare-specific data and 

implementing human-in-the-loop validation to reduce hallucination and bias, ensuring reliable 

outputs98 . Expand research to explore GenAI’s applications in medical education and non-Western 

healthcare systems for broader impact. 

• Policymakers: Enforce robust data privacy regulations, such as HIPAA-compliant frameworks, and 

mandate transparent documentation of model training and decision processes to foster trust and 

equity100 . 

• Practitioners: Integrate GenAI with clinician oversight in hybrid systems to ensure accurate outputs, 

supported by training and peer endorsement to enhance adoption and trust88 . 

 

Study Limitations 

One key limitation of our study was the consideration of only three databases, PubMed, Web of 

Science, and Google Scholar, for literature searches. Amongst other limitations, for instance, 

including studies that were only original research articles, particularly those published in the English 

language, could potentially limit other articles that could offer more insights into the investigation of 

this scoping review. Finally, considering the scope of this investigation, consideration was only 

focused on clinical or medical perspectives of GenAI applications, implying that literature resources 

that investigated its application in medical education setup were eliminated. 

 

Future Research Directions 

This scoping review highlights GenAI’s transformative potential and challenges in healthcare, yet 

several gaps warrant further exploration to maximize its ethical and effective adoption [6, 85]. Future 

research should address underexplored applications, contextual diversity, and technological 

advancements to advance the field and align with CISAT’s focus on trustworthy AI solutions. 

First, GenAI’s application in non-Western and resource-constrained healthcare systems remains 

underexplored. Most included studies focused on high-resource settings (e.g., cancer screening in 

developed nations), limiting generalizability to diverse contexts. Future research should examine how 

GenAI can address global health challenges, such as infectious disease management in low-income 

regions or multilingual patient communication in multicultural settings. Key questions include: Can 

GenAI models be fine-tuned with region-specific data to improve diagnostic accuracy in under-

resourced hospitals? How can privacy-preserving techniques ensure equitable adoption in data-scarce 

environments? Such studies would promote inclusive innovation, aligning with algorithmic fairness 

theories. 

Second, the rapid evolution of GenAI technologies, including multimodal LLMs that integrate text, 

images, and audio, necessitates forward-looking research. While ChatGPT dominated this review’s 

findings, emerging models (e.g., successors to DALL-E or LLaMA) offer potential for advanced 

applications, such as real-time surgical guidance or integrated diagnostic workflows. Research should 

explore: What are the performance trade-offs of multimodal GenAI compared to text-only models in 

clinical settings? How can human-in-the-loop validation mitigate hallucination in these advanced 

systems? These inquiries could position CISAT at the forefront of next-generation AI development. 

Finally, developing novel frameworks to address GenAI’s pitfalls, hallucination, bias, and 

interpretability, requires interdisciplinary efforts. Future studies could propose socio-technical 

models integrating TAM and UTAUT to predict clinician adoption in diverse contexts. Research 

questions include: How can explainable AI techniques enhance GenAI’s transparency in high-stakes 

decisions? What training protocols best foster clinician trust in hybrid GenAI systems? Such 
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frameworks would guide ethical integration, ensuring GenAI’s reliability and equity in healthcare 

delivery. 

By pursuing these directions, researchers can address the limitations of this review’s scope (e.g., 

English-language bias, exclusion of medical education) and build on its findings to create trustworthy, 

globally relevant GenAI solutions. These efforts would reinforce CISAT’s mission to advance AI-

driven healthcare innovation while contributing to the broader discourse on responsible AI adoption. 

 

Conclusion 

This scoping review underscores GenAI’s transformative potential in healthcare, from enhancing 

disease detection and decision support to streamlining administrative tasks, while highlighting 

critical challenges like hallucination, bias, and privacy. These findings offer a roadmap for ethical and 

effective GenAI adoption, aligning with CISAT’s mission to advance AI-driven solutions. To realize 

GenAI’s full potential, researchers must develop interpretable models to mitigate hallucination and 

bias, leveraging CISAT’s expertise in natural language processing and data analytics. Policymakers 

should enforce robust data privacy regulations, such as HIPAA-compliant frameworks, to protect 

patient data. Practitioners are encouraged to adopt human-in-the-loop validation systems to ensure 

reliable GenAI outputs, fostering trust in clinical settings. Future studies should explore GenAI’s 

applications in medical education and non-Western healthcare systems, ensuring equitable 

innovation globally. By addressing these priorities, CISAT and the broader research community can 

lead the development of trustworthy, impactful GenAI technologies for healthcare. 
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