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In this work, we propose a practical and efficient approach for ship detection in remote sensing 

images.Themethod combines body and ship wake detection by combining deep learning and 

feature-based visual processing.A deep convolutional neural network (CNN) is used to accurately 

identify ship bodies, while a feature-driven processing method is developed to detect ship wakes.To 

enhance analysis, we model the sea area and assess image quality.Duetothe backdrop features like 

clouds and ocean foam, make it hard to find the actual target ship, it is usually quite difficult to 

recognize ships in a crowded setting.The suggested process is used to first separate the backdrop 

from the aim, whereas previous methods were limited to locations with clear conditions.Wake 

detection is crucial for determining sailing orientation and aiding ship recognition.Notably, it makes 

it possible to identify ships that are outside the picture limits or obscured by clouds with some 

awareness.To solve the challenges of identifying ships in crowded backgrounds, a CNN-based model 

trained on large-scale remote sensing datasets is used.The system is optimized using sophisticated 

data augmentation approaches to improve generalization over a range of marine environments.A 

multi-scale feature extraction technique is also incorporated to enhance the detection of ships with 

varying sizes and orientations. Theproposed  method is effective, as demonstrated by experiments 

on real remote sensing datasets, with identification rates of over 70% for targets. 

Keywords: Ocean engineering, wake detection, image processing, vessel tracking, and   remote 

sensing. 

 
I. INTRODUCTION 

Applications for automatically detecting sailing ships are many in both the commercial and marine domains [1]. Ocean 

surveillance relies heavily on remote sensing due to its high resolution and broad field of view [2], when the target's 

“Automatic Identification System (AIS)” is disabled. Remote sensing imagery has been classified into two types based 

on the sensing payload: SAR images and visible images [3-5]. Unlike passive sensors including optical and infrared 

sensors, SAR actively emits microwaves for observation without affected by climatic factors such as temperature, light 

and clouds [6-7]. These benefits allow SAR to conduct 

earth exploration activities that are stable throughout the long term, day and night. Distribution model method of sea 

background [8-10] and the detector designing methods [11-13] are the most concerned aspects in CFAR. 

To enhance the detection performance in SAR images, the image segmentation technique is also employed [14]. 

Finding additional attributes is crucial when the ship body's characteristics are hidden in a picture. Ship sailing may 

produce wakes that span a wide region of the sea surface and linger for a very long period [15]. Consequently, ship 

ripples have a higher monitoring chance than the ship body and their detection features are more evident than the 

object of investigation itself. Additionally, it is possible to forecast the target's exact quickly, course, and real position 

more precisely by merging its aftermath with the the audience's place within the picture. 

Traditional methods use linear features in SAR images of ship wakes [16].A visible distant recognising image has an 

increased objective and may gather greater amounts of local information, which makes the results more useful for 

comprehension and additional research. In comparison with SAR, a visible image has the advantages of vision and low 



Journal of Information Systems Engineering and Management 

2025, 10(55s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 262 

 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License 

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

cost. Customary discovery techniques typically based on visual saliency and visual discernment principles, the Itti [29] 

model, Ft [30] model, SR [31] model, AC [32] model, and GBVS [33] model are broadly utilized in extricating transport 

locales from the ocean foundation. Furthermore, the Histogram of the Situated Angle (Hoard) descriptor is ordinarily 

involved in highlighting descriptors in transport discovery [34]. By and large, these above conventional calculations 

have unsuitable location execution under a complex foundation environment. The convolutional brain organization 

(CNN) based technique is particularly compelling in transport identification of noticeable remote detecting pictures. 

Profound learning strategies can successfully conquer the weaknesses of human plans, and because of the huge limit of 

the model, the objective can be depicted exhaustively, which incredibly works on the exactness of identification. As 

indicated by their handling steps, profound learning organization can be partitioned into a two-stage recognition 

technique and a single-stage location strategy. Two-stage recognition strategy is done with the construction of 

conventional techniques, the entire picture is navigated to produce a few competitor boxes, and afterward the 

up-and-comer boxes are ordered to decide if there is an objective nearby and afterward network is utilized to fine-find 

and group the objective. “R-CNN” [35], “Quick R-CNN” [36], and “Veil R-CNN” [37] are the normally utilized systems. 

Single-stage location strategy is proposed to anticipate various jumping boxes and class probabilities for these cases at 

the same time in one assessment. You just look once (Consequences be damned) [38-39] is perhaps of the most agent 

technique that can perform constant identification with fewer bogus positive discoveries on the foundation. 

Since there are few research on the analysis of ship wakes in apparent from satellite photographs, these proposed 

strategies focus on the identification of ship bodies. As previously stated, outside variables can influence visible remote 

sensing images, thus waves can be used to aid in boat location. 

 In contrast, the ship seems to have distinct local characteristics in superior resolution visible remote sensing photos 

and is shown as an area with a particular form rather than a fine-line segment. Because of this, visible remote sensing 

pictures are challenging to handle using conventional SAR image processing techniques. 

II. RELATED WORK 

The authors [1-4] introduced a novel method, based on the analysis of “synthetic aperture radar” (SAR) data, which is f

requently utilized for ship identification & monitoring.Their study fared effectively across multiple locations, according 

to the results of testing the proposed method using a sizable public SAR ship identification collection. The correctness 

of the suggested model was 92.8 per cent along with 92.7%, with both dense and non-dense links. 

The authors of [5-8] investigated deep learning frameworks for synthetic aperture radar ship detection methods. The 

proposed technique [9-15] with its image dataset achieved an accuracy of 79.8%. This study uses a network of on-land 

security cameras to create an immediate detection technique.  

Dueto so many different ship models, traditional “convolution neural network (CNN)” techniques are laborious and im

precise. Noticing the ship type and position using CNN, this model corrects the location by applying global 

contrast-based salient region detection [16].  

A dataset of optical remote-sensing images with high-resolution 

was used to test the method's accuracy and validity [17–23]. The proposed technique reduced the time of computation 

in comparison to computational time of all available detection methods [24].“ Discriminative features of inclined 

candidate areas for ship classification were extracted by using a rotating region of interest pooling layer [25-28]. With 

the use of a rotating ship dataset and the HRSD2016 benchmark, they demonstrated that their suggested solution 

exceeds existing best practices in arbitrary-oriented ship recognition [29].They introduced an altered Fisher metric 

framework built around knowledge geometry by combining the lognormal method with Riemannian geometry”. As per 

tests performed by the authors [30-35], “Lognormal metrics for SAR images” may be modified to improve contrast 

between object and background and reduce false alarm rates for ship recognition. 

III. PROPOSED Method (SHIP DETECTION) 

Figure 1 shows the generalized ship detection method steps. The ability to identify findings are limited by the sea 

segment inquiry, which separates the sea region from the satellite photographs and assesses the picture sharpness. 

Next, we carry out ship wake along with ship body detection in turn, and we assess the detection outcome. 
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Figure 1: Ship Detection Process 

 

3.1 Sea-region analysis 

Gauss filter with a minimal variance has been apply to de-noise the initial remote-sensing picture. The following steps 

are required for the analysis of the sea region.  

Step1: Remove the Sea Area.  

In order to have an effective colour opposition, the image from the RGB colour system has been converted to the LAB 

colour space since the sea region in an accessible photograph often has a hue that is close to blue. The marine region's 

mean value, shown by the A and B values, is obtained by combining a number of separately taken images. 

Following clustering, we fill in the gaps and eliminate snowflakes from the retrieved ocean region by performing 

morphological opening and closure. Based on the linked component analysis's outcome, mark the area of interest. 

Step2: Mark the area of clouds in the sea area 

The cloud cover obscures the object in remote sensing images. The cloud region has been identify using the previously 

used dark channel [43]. The dark channel of a picture can be identified by: 

𝐽𝑑𝑎𝑟𝑘(𝑥1) = 𝑚𝑖𝑛
𝑐∈{𝑟,𝑔,𝑏}

( 𝑚𝑖𝑛
𝑦∈𝛺(𝑥1)

𝐽𝑐(𝑦))  (1) 

Here, “Jc is the color channel of the remote sensing image” and “Ω(x1) is a local patch centered at x1”. The shadow 

channel of a picture has a value around 0, with the exception of the hazy region. 

We initially select the first 0.1 percent, of the black multiple channels image's pixels in intensity attempt as the cloud 

pixels to attempt to recognize the cloud area. In that order, we afterwards does connected analysis of components, 

structural launching along with morphological shutting. 

Step3: Image Quality Evaluation 

The ocean part of the image is only taken into account. The ocean background 𝐶𝑏𝑔 is the different set of ocean regions 

𝐶𝑠𝑒𝑎 and cloud region 𝐶𝑐𝑙𝑜𝑢𝑑: 

𝐶𝑏𝑔 = 𝐶𝑠𝑒𝑎 − 𝐶𝑐𝑙𝑜𝑢𝑑 (2) 

 

Fig 2(a): Different Ships 
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Fig 2(b): Background of Environment 

In order to describe the picture quality, we offer an extra criterion for quantitative assessment: 

𝑄𝐼 = ∏ 𝐼
𝑖

𝑤𝑖
𝑛𝑛

𝑖=1 , 𝑄𝐼 ∈ [0,1]  (3) 

Better quality in images is indicated by a greater value. Here, the weight of the related indication is used to reflect the 

normalised indication produced by the image's description. 

The characteristics image “entropy𝐻𝑒” [44], “Tenengrad gradient𝐻𝑇” [45], “Gabor feature𝐻𝐺” and “reblur performance 

𝐻𝑅” are used to calculate the image quality in this work. 

The image entropy 𝐻𝑒  is computed as: 

𝐻𝑒 = − ∑(𝑝 × 𝑙𝑜𝑔2(𝑝))  (4) 

Where a higher number denotes higher resolution. It comprises the image's normalized histogram values.  

This is how the T enengrad inclination is calculated: 

  (5) 

Where “ 𝐺𝑥(𝑥, 𝑦), 𝐺𝑦(𝑥, 𝑦)” represents, accordingly, the directional gradation in both the horizontal and vertical 

dimensions; a higher value denotes higher-quality images. 

A common linear bandpass filter in image processing, the Gabor filter is used for disparity estimation, texture categori

zation, edge detection, and feature extraction [46]. The “Gabor feature 𝐻𝐺” is the maximum image entropy of the 

“response matrix {𝑅𝐺}” obtained by convolving the original image 𝐼𝑚0 with the “Gabor filters {𝑔(𝑥, 𝑦|𝜆, 𝜃, 𝜓, 𝜎, 𝛾)}”: 

𝑔(𝑥, 𝑦|𝜆, 𝜃, 𝜓, 𝜎, 𝛾) = 𝑒𝑥𝑝( −
𝑥̃2 + 𝛾2𝑦̃2

2𝜎2
) 𝑒𝑥𝑝 [𝑖 (2𝜋

𝑥̃

𝜆
+ 𝜓)] , 

𝑥̃ = 𝑥 𝑐𝑜𝑠 𝜃 + 𝑦 𝑠𝑖𝑛 𝜃 , 𝑦̃ = −𝑥 𝑠𝑖𝑛 𝜃 + 𝑦 𝑐𝑜𝑠 𝜃                                     (6) 

and 

𝑅𝐺 = 𝑔(𝑥, 𝑦|𝜆, 𝜃, 𝜓, 𝜎, 𝛾) ∗ 𝐼𝑚0 

𝐻𝐺 = 𝑚𝑎𝑥( 𝐻𝑒({𝑅𝐺}))                                  (7) 

Here, orientations 𝜃 = [0,
𝜋

6
,

𝜋

3
,

𝜋

2
,

2𝜋

3
,

5𝜋

6
]  and wavelength 𝜆 = [2,4,8] , and a larger value 𝐻𝐺  indicates “better image 

quality”. 

“ Here, 𝐼𝑚′ = 𝐺𝑓(𝜎) ∗ 𝐼𝑚0 is the blurred image using a Gaussian filter 𝐺𝑓 with a variance of 𝜎;𝑆𝑆𝐼𝑀()is the Structure 

Similarity Index Measure (SSIM) to measure the similarity between two images from the same capture, which is based 

on the idea that the human visual system is sensitive to structural information in the scenes”  [48]: 

𝑆𝑆𝐼𝑀(𝐼𝑚′, 𝐼𝑚0) = [𝑙(𝐼𝑚′, 𝐼𝑚0)]𝛼 ⋅ [𝑐(𝐼𝑚′, 𝐼𝑚0)]𝛽 ⋅ [𝑠(𝐼𝑚′, 𝐼𝑚0)]𝛾 

𝑙(𝐼𝑚′, 𝐼𝑚0) =
2𝜇𝑥𝜇𝑦+𝐶1

𝜇𝑥
2+𝜇𝑦

2 +𝐶1
, 𝑐(𝐼𝑚′, 𝐼𝑚0) =

2𝜎𝑥𝜎𝑦+𝐶2

𝜎𝑥
2+𝜎𝑦

2+𝐶2
, 𝑠(𝐼𝑚′, 𝐼𝑚0) =

𝜎𝑥𝑦+𝐶3

𝜎𝑥𝜎𝑦+𝐶3
          (9) 
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Where 𝜎𝑥, 𝜎𝑦 , 𝜇𝑥, 𝜇𝑦 , 𝜎𝑥𝑦denotes the “standard deviations”, “local means”, and “cross-covariance” for images 𝐼𝑚0 and 

𝐼𝑚′ ; 𝐶1, 𝐶2, 𝐶3 arethe small regularization constants; 𝛼, 𝛽, 𝛾  are the “weighting coefficients”. The value of 𝐻𝑅 

approximately equal to 0 signifies the better image quality. 

 𝐼𝑖(𝑖 − 1,2,3,4) are calculated as: 

 (10) 

Where 𝑎𝑖 , 𝑏𝑖  (𝑖 = 1,2,3,4)are the parameters. 

Table 2 displays the achievement of various metrics. We can ascertain the overall certainty of recognition and the next 

operation process based on the. 

Step4: Ocean background Modeling 

“Here, we convert the ocean background to standardized grayscale and use the Burr type XII distribution [49] to model 

the ocean background, since we find the background distribution has a unimodal form and is skewed to the right (as 

seen in Fig. 9)”. 

 

        (11) 

where, 𝛼, 𝑐, 𝑘 > 0 are the distribution parameters. 

3.2 Ship Body Detection 

The goal of the ship body detection challenge is to find examples of ships that exhibit a particular trait. Both a 

classification and a localization operation are included. The ship area usually occupies very little space in an inaccurate 

sensing image. For example, the ship usually takes up barely any space and is less than 200200, whereas the 

photographs that are used are usually 19201080. It is challenging for conventional methods to get sufficient results 

because of the small items. 

In the past few decades, deep learning has shown great potential in handling images, which is broadly used in the 

recognition of objects. The full detection process is implemented on a single network via the one-stage immediate time 

recognition of objects technique known as YOLO. Ship hulls may be identified in data from satellite imaging by using 

the YOLO (You Only Look Once) model's current object recognition capabilities. It processes the entire image in a 

single neural network run, simultaneously predicting limit boxes along with the likelihood of classes. 

YOLO learns to differentiate ship structures from the  

surrounding sea debris by using annotated ship hull datasets. Its multi-scale feature extraction ensures resilience in a 

range of environmental situations by enabling the identification of hulls of diverse sizes and orientations. 

To detect the ship body, we train a YOLOv5 network [22] with one category using the dataset [50] with picture enhanc

ement.We further verify the YOLO identification zone by relaxing it to twice its side lengths and retaining just those 
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relaxed portions where over fifty per cent of the area is ocean backdrop.𝐶𝑏𝑔.Over 90% of ship bodies may be detected 

with precision. 

3.3 Ship Wakes Detection 

We now go over our wake detection technique and its range of use. The following stages are often included in the wake 

detection approach. We see that only these photos are deemed significant for wake extraction if their quality value is 

more than the clear threshold. 

Step 1:Determine the wake-searching region 

Based on various usage objectives, the wake-searching area𝑆𝑟comprises three types: the community of the ship bodyS1, 

The border region and the cloud neighbourhood𝑆3. 

We utilise the method of principle component analysis (PCA) to determine the ship direction because the shipping has 

a significant length-width ratio and the ship body neighbourhood is located along an axis of the vessel detection 

window: 

           (12) 

Here, we organize the vessel sector as well as is the vessel region placement matrix's covariance matrix; 

𝜆𝑖 , viis the appropriate eigenvectors and the eigenvalues sorted from big to small; for an a two-dimensional picture, 

𝑘 = 𝑑 = 2 and 𝒗1, 𝒗2are the long and short axis directions of the vessel, respectively. 

The S1is produced using the binarized vessel area's minimal bounding rectangle, which has four times its length. 

The cloud neighborhood is created using the cloud region's smallest boundary rectangle. 

"Ccloudwith around 50–100 meters between them. There are additional 50–100 m buffers around the border area”. 

Step 2: The turbulent wake search in 𝑺𝒓 

The turbulent wake and the Kelvin wake are 

among the more frequently seen wake forms in satellite photos as shown in Figure 1.The turbulent wake often exhibits 

a bigger size and a more concentrated distribution of grey scale than the Kelvin wake. In this study, we identify the 

turbulent wake to aid in ship detection since these make the detection of turbulent wake more reliable. 

We start by converting the picture from RGB space to LAB space for every wake-searching region that was acquired in 

Step 1. The “Burr type XII distribution's log-likelihood” function is:

                                               (13) 

To determine the parameters, we employ the maximum likelihood estimation (MLE) technique. However, because 

non-degenerated limiting distributions may exist, finite maximum likelihood estimates for the Burr type XII 

distribution are not always available [51]. When the Burr type XII distribution cannot be solved, we employ the Gamma 

distribution as a substitute distribution form. The Gamma distribution's cdf and pdf are: 
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 (14) 

 

IV. RESULTS AND DISCUSSIONS 

The methods evaluated in the previous section are demonstrated in the “AIR-MOT dataset” [53]. We use the 

high-resolution, large-scale “Jilin1 satellite video dataset” for multi-object tracking, filtering out more than 1,000 

photos of ships in motion and 200 opposing views of the ocean devoid of ships. These data help us assess our approach. 

The “AIR-MOT” dataset is suggested for tracking objects, and even in cases when the goals are not viewable in a 

particular image, additional measurements can assist in determining the actual ship position. 

In remote sensing, ship detection refers to the use of satellite or aerial imagery to locate and identify ships in maritime 

environments. By learning hierarchical spatial characteristics and differentiating ships from sea debris, deep learning 

techniques like “Convolutional Neural Networks (CNNs)”, “You Only Look Once (YOLO)”, and “Faster R-CNN” 

improve accuracy. By concentrating on pertinent areas of the image and disregarding noise, transformer-based models 

and attention mechanisms enhance detection even more. To improve robustness, deep learning can be combined with 

feature-based techniques like spectral analysis and wake detection. These methods provide accurate ship detection 

even in difficult circumstances, making them essential for maritime surveillance, defence, and environmental 

monitoring applications. 

4.1Sea-region separation 

First, we exhibit the sea-region separation that results; the extracted sea region is represented by the white pixels, and 

Figure 3 displays the matching original remote sensing pictures.The outcome shows that the technique can separate sea 

regions quickly, effectively, and adaptively, which can be used to restrict the detection region. 

 
(a) 
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(b) 

 
(c) 

 
(d) 

 

Figure 3: The original remote-sensing images 

 

 
(a) 

 
(b) 
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( c) 

 
(d) 

Figure 4: The performance of sea-region separation 

 

The cloud detection performance is displayed, along with the original remote sensing image and the cloud recognition 

result. The recovered cloud area is indicated by the white pixels, and the average computation time is approximately 

2.90 seconds. It is evident that the detection process can offer a suitable segmentation for additional processing. 

 

 

Figure 5: The performance of cloud detection 

4.2 Sea Background Analysis 

The cloud detection performance is displayed, along with the original remote sensing image and the cloud recognition 

result. The recovered cloud area is indicated by the white pixels, and the average computation time is approximately 

2.90 seconds. It is evident that the detection process can offer a suitable segmentation for additional processing. 
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Figure 6: The modeling performance in original grayscale (a) and the standardized grayscale (b) 

The results of fitting dispersion curves as well as the L-value histogram of every model we employed to depict the sea 

background of the images in Figure 6 are shown in Figure 10.. 

Since the Burr type XII distribution has the smallest average as well as variance KLD when contrasted to the real 

dispersion, it is evident that it has the best forecasting ability. Additionally, we observe that the Gamma distributed 

patterns have lower KLD for higher quality images; for this cause, we choose the Gamma distribution as another 

distribution. 

Table 1 

KLD of Different Methods 

 Normal Gamma Lognormal 
Burr 

type XII 

Image 

(a) 
2.2350 0.9067 0.4849 0.2664 

Image 

(b) 
1.2977 0.1998 0.1340 0.2028 

Image 

(c) 
0.0437 0.0250 0.0753 0.0157 

Image 

(d) 
0.0697 0.0439 0.0513 0.0561 
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Figure 7: The performance of sea background modeling 
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Table 2 

Performance of image quality indicators 

 𝐻𝑒  𝐻𝑇  𝐻𝐺  𝐻𝑅 𝑄𝐼 Intuition 

Fig 

.6 (a) 
2.3050 21.5425 4.7419 0.9841 0.8836 common 

Fig 

.6 

(b) 

2.5348 12.9861 5.6017 0.9679 0.9296 common 

Fig 

.6 (c) 
3.8685 50.5564 7.3810 0.9660 0.9870 good 

Fig 

.6 

(d) 

2.1113 2.9499 5.4744 0.9971 0.1669 bad 

Fig. 

11(a) 
5.4253 90.8874 7.2396 0.9701 0.9890 good 

Fig. 

11(b) 
3.7863 79.6189 7.3615 0.9607 0.9865 good 

       

 

Ship Detection Proposed Approach Results 

 

V. CONCLUSION 

This study combines the advantages of feature-based image processing with deep convolutional neural networks to 

provide a workable and efficient technique for identifying ships in visible remote sensing photos. The wake detection 

method is utilised in many places, and our approach uses a YOLOv5 network to identify ship bodies quickly and 

accurately. To evaluate the condition and quality of the sea region, a sea-region analysis approach is suggested. We 

suggested a reliable wake-based ship detection technique for the difficult cloud coverage and image border region, 

where ships are usually not visible in a remote sensing picture. The Burr type XII distribution is used to model the 

extracted sea region, and the modelled sea distribution is used to identify ship wakes. 
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