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When the  technology  behind  Bitcoin  was  first  revealed  in  the  form  of a white paper in 

2009 and the corresponding reference implementation was released subsequently. Bitcoin has 

been accused by critics for pro- viding and  shielding  a  sanctuary  to  criminal  operations.  A  

wide  range of illegal means are used by people taking cover behind the sweeping of 

namelessness (anonymity). Revealing these substances is most crucial point for legal 

examinations. State-of-the-art techniques use Artificial Intelligence for comparing and 

identifying these actors but concentrate on  a  limited  number  of  illegal  trades.  The  ongoing  

research  embarks to resolve the issue by executing  a  machine-learning  enabled  auto- mated  

rule  based  classification  for  various  types  of  illegal  activities, viz., ponzi schemes, 

blackmailers, frauds,  scams,  extortionists,  spam- mers, gambling websites, darknet markets, 

terrorists and sextortionists. 
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INTRODUCTION 

Both social and antisocial elements have been drawn to bitcoin[1]. It is social from one point of view since it 

ensures the exchange of substantial value and maintains confidence without the need for an intermediary. It 

also makes it more difficult to police questionable interactions because of the confidentiality and security [2-

4]. Since the inception of Bitcoin in 2009, the first two years have seen a modest uptake, with less than 1000 

addresses and 10,000 daily trades. Serious contenders, including as money laundering organisations[5-6], 

betting sites, trading platforms, financial sponsors, examiners, and coin mining companies, entered the 

cryptocurrency industry between 2012 and 2016. The During the second phase of Bitcoin's growth, which 

began in 2012, Ponzi schemes, tax evasion[7], theft, fraud[8,9], extortion, and other illicit activities increased. 

These activities took use of the pseudo-anonymity that Bitcoin was managing to trick the review trail. 

According to estimates, $770 million worth of bitcoins were transferred for illegal purposes[10,11] in 2017, 

46% of all bitcoin transactions were illegal, and 25% of bitcoin clients expressed suspicion[12]. A substantial 

body of research has been done on Bitcoin, analysing how different criminal activities are identified, such as 

deanonymizing components[13], identifying botnets[14], illegal exchanges[10], identifying suspicious bitcoin 

clients[15,16], terrorists[17], ponzi schemes[18-20], darknet markets[21], ransomwares[22], human 

dealers[23], money laundering[24,25], identifying tax evasion[8,26-28], coin mixing[29], bitcoin 

trades[30,31], illegal exchanges[32,33], identifying bitcoin wallets[34], and identifying bitcoin miners[8,35]. 

Forensic investigations into Bitcoin have thus far benefited from the application of machine learning.  

The present study's primary benefits are: 

• extensive data collection and data cleaning for building a dataset 

• feature engineered from the database for each bitcoin entity 

• application programming interface used for constructing link between multiple bitcoin address to a 

same bitcoin id 
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• developing machine learning model by training, validating and testing 

• hyper-parameter tuning ad conclusion framing with future scope 

A collection of 1216 Bitcoin wallets was extracted from the Blockchain source in order to test the method. To 

get the model ready to separate 16 distinct licit-illegal client classes, nine features were created. The suggested 

approach outperformed three current benchmark algorithms during comprehensive numerical testing. The 

findings indicate that the suggested model's particularity and responsiveness were comparable to those of 

other models. RAM and computer memory use were also confirmed to show that the suggested work could be 

applied to actual research. 

CONVERSION OF THE RAW DATA OF BITCOIN BLOCKCHAIN TO NETWORK STRUCTURE 

The raw data of the Bitcoin blockchain dataset in crude structure was acquired from VJTI Blockchain lab. 

The size of the dataset was 268GB and comprised of blockchain as blk.data records. This crude 

information was then converted by preprocessing to comma separated value files by utilizing the 

blockchain parser worked by the Veermata Jijabai Tecchnological Institute Blockchain lab. Every 

exchange (tx) is distinguished in blockchain by a one of a kind hash (tx hash: ID) and has a timestamp, 

which is the UNIX season of the exchange. Considered Exchanges begin on January 3, 2009, at 12:45:05 

GMT, and continue through May 10, 2023, at 13:20:00 GMT is analyzed. Bitcoin substances were 

recognized utilizing an application programming interface (API) [36]. The classes recognized using the 

API are given below: 

• Exchanges (E): these entities allow exchanging of BTC to government issued types of money and are 

link between BTC users and fiat currencies 

• Pools (P): these are organizations or groups or even individuals BTC clients 

join their computational processing power like CPU, GPU for mining blocks 

• Gambling (G): these are organizations or groups or even individuals or online gaming portals t h a t  a r e  

r e l a t e d  t o  g a m b l i n g  

• Wallets (W): these are financial instruments that store BTC private keys 

• Payment entryways (PG): these are organizations or groups or even indi- viduals that allow 

payments to be made and accepted in BTCs 

• Miner (M): these are organizations or individuals who mine block by finding the correct hash 

• Darknet markets (DM): these are selling and purchasing merchandise that cannot be sold on 

traditional marketplaces utilizing BTCs 

• Mixers (MX): combine a user's Bitcoin with those of other users in order to obfuscate the transaction 

trace 

• Trading destinations (T): These represent the buying prices in Bitcoins 

• P2Plenders (P2P): Crowdsourcing Bitcoins to provide credits to both small and large business 

owners 

• Faucets (F): these are reward in BTCs to supporters or those perform a 

certain task 

• Explorer (E): These educational websites provide an API for examining the history and transactions 

of Bitcoin 

• P2PMarket (P2PM These are marketplaces for recycled goods where buyers may get in touch with 

sellers and make payments in bitcoins.  

• Bond markets (B): these are buying securities or obligation instruments in BTC 
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• Associate advertisers (AA): paid-to-click in bitcoins 

• Video Recording (VR): these are bitcoin based payments for review recording.  

• Money launderers (M): these convert government issued types of money to BTC by using off-shore 

accounts in tax havens 

 

Fig. 1 Parsing through the Bitcoin blockchain dataset 

 

• Cyber-security suppliers (CSP): these provide network safety devices and infrastructure items for 

BTC 

• Cyber-crooks (CC): these are organizations or groups or even individuals 

blacklisted entities involved in money laundering or terrorism by state run administrations 

• Ponzi (PZ): high yield speculation financial instruments or scams 

By parsing through the Bitcoin blockchain dataset (Figure 1), wallet were created by clustering all bitcoin 

addresses which could belong to a  single entity. The heuristic utilized for grouping [37] is based on the 

principle that all addresses that belong to the same user id [24, 25, 37]. The most important lim- itations are 

the extensive feature engineering needed for each bitcoin user id. The features need to be engineered from 

the bitcoin database and calculated before these features can be sent to the machine learning model for 

prediction. This drawback is however not a serious flaw and is common to machine learn- ing models. With 

the help of features the model transparents learns the link from response variables to predictors. 

 

1.1 Construction of machine learning-enabled classifier 

Tree-based classifiers were seen to have broad use cases contrasted with troupes of other regressors. Random 

forest is an illustration of this regressor. It shows how each tree in the forest is worked by the stowing 

approach. Besides, while building the tree hierarchical, the ideal choice rule for every tree to assemble the 

branches is found either from all feature indicators or an irregular subset of them. The first execution 

permitted each tree in the forest to decide in favor of a class and utilized the larger part rule for choosing the 

last expectation. Substitute executions normal the singular trees’ forecast for choosing the last  expectation. 

To combine the individual trees outputs we use one of the following methods, averaging the forecast of 

numerous procedures to get the last expec- tation, voting in which the last forecast is concluded in view of 

the greater part 
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Fig. 2 Bitcoin blockchain-labeled dataset for supervised learning 

 

vote of the various methods, pasting in which different models are prepared on randomly chosen tests 

without substitution in the information, bagging where various models are prepared on randomly chosen 

data-sets drawn with substi- tution from the information, random sub-spaces where different models 

are prepared on arbitrarily chosen features from the information, and random patches where numerous 

models are prepared on randomly chosen features and data without substitution from the information. 

Thus, multiple estimators are used for learning different aspects of the data-set. 

PREDICTION RESULTS 

Log loss should be minimized and accuracy, detection rate, kappa and speci- ficity should be maximized in 

model selection. Figure 3 illustrates specificity and detection rate of the four models - SVM, LogReg, RF 

with proposed model on the bitcoin dataset. 

 

Fig. 3 Training set performance: specificity and detection rate 

 

The specificity and detection rate of the random forest model and proposed model is equal. The other 

models such as SVM and logistic regression is have nearly equal specificity yet on detection rate they are 

performing far inferior. Further, the four models were evaluated on their training performance on mul- tiple 

parameters (Figure 4) - log loss, AUC, prAUC, Accuracy and Kappa. The log loss of random forest and 

proposed model was better than SVM and logis- tic regression. Similarly, AUC, prAUC, accuracy and 

kappa were also better for the proposed model compared with SVM and logistic regression. On two 

parameters, accuracy and kappa the proposed model tied with random forest. The results prove that tree 

based models were better at learning complex non- linear patterns in the training data compared to non-

parametric model like SVM or a linear model like logistic regression. 
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Fig. 4 Training set performance: accuracy, detection rate, area under curve (AUC), 

precision-recall area under curve (prAUC), log loss and kappa 

 

The test of generalization ability of the models was evaluated on basis of several criteria - accuracy and 

kappa (Figure 5). The test for accuracy and kappa shows the tie between random forests and kappa. 

However, the proposed model having more tunable parameters led to slightly lower performance than 

random forests. The p-value which should be low or nearly zero for a hypoth- esis to be rejected is low for 

random forest and proposed model. Although accuracy and kappa are aggregate parameters of performance 

but these may not reflect the ability of the models to detect the classes of illegal activity that is important in 

the current paper. 

 

Fig. 5  Test set performance: accuracy and kappa 

 

The confusion matrix is illustrated in Figure 6 for the predictions of SVM on the test set. Exchanges 

and Pools could be recognized however the rest of the classes were misclassified by the model. 
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Fig. 6 Confusion matrix of SVM classifier on Test set 

The confusion matrix is illustrated in Figure 7 for the predictions of logistic regression on the test set. 

Only payment gateway could be recognized however the rest of the classes were misclassified by the model. 

 

Fig. 7 Confusion matrix of Logistic Regression classifier on Test set 

 

The confusion matrix is illustrated in Figure 8 for the predictions of ran- dom forests on the test set. 

Darknet markets, Wallets, Exchanges, Gambling, Payment gateways could be recognized however the rest 

of the classes were misclassified by the model. 
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Fig. 8 Confusion matrix of Random Forest classifier on Test set 

 

The confusion matrix is illustrated in Figure 9 for the predictions of the proposed model on the test set. 

Darknet markets, Wallets, Exchanges, Gam- bling, Payment gateways and Mixers could be recognized 

however the rest of the classes were misclassified by the model. The important distinction with random 

forests is that mixers are identified correctly by the proposed model. 

 

Fig. 9 Confusion matrix of Proposed classifier on Test set 

 

Data imbalance was handled in multiple methods: first xavier initializer was used to initialize the 

weights and the bias of the different layers. Then, the weights were assigned to the class as per their 

occurrence and finally the batch size was increased during training which caused the model to encounter a 

few samples of each class during the training phase. 

CONCLUSION AND FUTURE WORKS 

The model we used is based on the traditional graph neural network (2017) with a small difference in the 

message passing mechanism (related to use of convolution filters) and our paper focuses on effectively 

using it for bitcoin transaction classification. For the current paper the research gaps we identified through 

literature search were: existing research focused on limited number of entities that carried out illegal 

activities on blockchain network, existing works focused on different and limited set of features, these 
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works focused on less amount of data, there was a need to create a up-to-date study considering the fast 

changing landscape. To fulfill these research gaps, the current paper proposed a machine learning model 

trained on 19 different features engineered from raw data. The results are promising and the approach can 

be used for real-time systems as well. 
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