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Cybersecurity has become a critical field in protecting digital infrastructure, with increasing 

reliance on AI-powered systems for intrusion detection. However, the integration of AI into 

cybersecurity raises concerns about trust, effectiveness, and the human role in decision-making. 

Despite significant advancements, there is limited understanding of how IT professionals 

experience and interact with AI-driven intrusion detection systems in real-world settings. This 

study aims to explore these experiences and identify factors influencing trust and acceptance of 

AI in security contexts. Using a phenomenological approach, the research delves into the 

subjective perspectives of IT professionals, uncovering insights into their interactions with AI 

systems. Through in-depth interviews and thematic analysis, the findings highlight the dual role 

of AI as an assistant rather than a complete replacement for human decision-making, while also 

revealing challenges related to false positives and the need for human oversight. These results 

contribute to a more nuanced understanding of human-AI collaboration in cybersecurity, 

emphasizing the ongoing importance of human expertise. The study’s implications suggest that 

future research should focus on optimizing AI systems for better alignment with user trust and 

expectations. 

Keywords: Cybersecurity, Artificial Intelligence (AI), Intrusion Detection, Professional IT 

Experience, Automated Security Systems, Phenomenological Analysis 

 

Introduction 

Cybersecurity has become one of the most critical issues in the digital era, as cyber threats continue to grow in 

sophistication and diversity (Nunes et al., 2019). Organizations worldwide face significant challenges in protecting 

their data and systems from attacks that can compromise integrity and user trust. In recent years, artificial 

intelligence (AI) technology has been widely applied to address these issues, particularly in intrusion detection and 

threat response (Varma et al., 2023). With its ability to process vast amounts of data and identify patterns that may 

be overlooked by humans, AI offers great potential in enhancing the effectiveness and efficiency of cybersecurity 

systems. 

However, despite AI's innovative solutions, its adoption in cybersecurity remains fraught with challenges. While AI 

systems can quickly detect threats and even predict upcoming attacks, the reliability and trustworthiness of 

automated decisions made by AI continue to be debated. One of the primary challenges is the high rate of false 

positives—false alarms generated by the system, which can overwhelm security teams with irrelevant alerts 

(Skoumperdis et al., 2023). Additionally, AI has limitations in handling more complex attacks or those that do not 

follow easily recognizable patterns (Hussain, 2024). In this regard, IT professionals still find it necessary to conduct 
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manual verification, highlighting the crucial interplay between human expertise and machine capabilities in 

cybersecurity. 

Previous research has largely focused on the development and evaluation of AI technologies in cybersecurity, but 

little attention has been given to the subjective experiences of IT professionals who interact directly with these 

technologies (Jothishri et al., 2024). A deep understanding of their perceptions, the challenges they face, and the 

meaning they ascribe to AI-based security systems remains limited (Ogiela & Ogiela, 2024). Therefore, it is essential 

to explore these experiences through a phenomenological approach, which focuses on how individuals interpret and 

make sense of the phenomena they encounter in their social and professional contexts. 

The objective of this study is to bridge this gap by exploring the experiences and perspectives of IT professionals who 

utilize AI-based security systems for intrusion detection (Preuveneers & Joosen, 2024). Using a phenomenological 

approach, this research aims to understand how IT professionals interact with these technologies, how they develop 

trust in such systems, and the challenges they face in leveraging AI as a tool for threat detection (Cheng et al., 2020). 

This study seeks to provide deeper insights into the dynamics between humans and technology in an environment 

that increasingly relies on automation and artificial intelligence.  

Research on the experiences of IT professionals in using AI-based security systems has become an increasingly 

important field in cybersecurity studies and human-computer interaction (Kumar & Pande, 2021). As reliance on 

automated systems grows, understanding how individuals adapt to, trust, and manage these technologies becomes 

crucial. Previous studies have extensively discussed the technical effectiveness of AI in intrusion detection, such as 

the speed of analysis and system accuracy (Pasha et al., 2022). However, research specifically highlighting how users 

experience, understand, and respond to AI systems in their work context remains limited. 

One of the main challenges in exploring these subjective experiences lies in the dominant methodological approach 

used in cybersecurity research (Mohamed, 2023). Many previous studies have adopted a quantitative approach, 

measuring system performance through metrics such as detection rates, false positive rates, and response times. 

While this approach provides valuable insights into AI performance, it falls short in capturing the human experience 

dimension of using these technologies (Khilenko et al., 2023). For example, how IT professionals build trust in AI, 

how they handle system-generated alerts, and how they adjust their workflows to accommodate AI’s limitations are 

aspects that are difficult to quantify numerically. 

The limitations of quantitative approaches in understanding these subjective dimensions highlight the need for more 

exploratory and experience-based methods. Qualitative studies in the fields of human-computer interaction (HCI) 

and technology trust have shown that factors such as system transparency, AI result interpretability, and individual 

professional experience significantly contribute to the acceptance and effectiveness of automated technologies (Gafni 

& Levy, 2024). However, most of these studies remain at a conceptual level or rely on surveys with limited responses, 

failing to provide an in-depth exploration of how user experiences evolve in real workplace settings. 

Therefore, this study adopts a phenomenological approach to bridge this methodological gap by exploring how IT 

professionals experience, understand, and interpret AI’s role in cybersecurity (Alzahrani, 2023). By focusing on 

participants’ direct experiences and subjective reflections, this approach enables a richer understanding of how AI 

influences decision-making, trust, and work dynamics within cybersecurity systems. 

While many practical solutions have been implemented to address challenges in AI-based intrusion detection, 

existing approaches often focus on measuring system performance, such as detection accuracy or the number of false 

positives (Eze & Shamir, 2024). These studies provide useful technical insights, but they fail to explore the subjective 

experiences of IT professionals who interact directly with these systems. One commonly used practical solution is the 

full automation of threat detection systems, allowing AI to make decisions with minimal human intervention 

(Alneyadi & Normalini, 2025). While this enhances efficiency in certain aspects, this approach often overlooks how 

automated decisions affect users’ trust, comfort, and emotional responses to the system. 

However, this quantitative approach has limitations in capturing deeper experiential dimensions, such as how IT 

professionals understand, evaluate, and adapt to AI-driven decisions. These limitations result in a more superficial 

and less holistic understanding of human-AI interactions in the cybersecurity context. For example, while AI systems 

can generate alerts rapidly, how an IT professional perceives and interprets these alerts in their work context—
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whether they feel comfortable trusting AI’s decisions or prefer human intervention—is an aspect that remains largely 

unaddressed in technical studies. 

To bridge this gap, a phenomenological approach offers a more in-depth alternative. By focusing on subjective 

experiences and the meanings individuals ascribe to these phenomena, phenomenology enables a more holistic and 

profound understanding of how IT professionals interact with AI-based intrusion detection systems. This approach 

provides space to explore users’ emotions, trust, and challenges in real-world situations. Therefore, it is crucial to 

directly investigate the experiences of IT professionals to gain a more comprehensive insight into the essence of AI 

utilization in threat detection—an area that remains underexplored in the existing literature. 

Previous research has extensively explored the implementation of AI-based intrusion detection systems in 

cybersecurity, primarily focusing on the technical effectiveness and operational efficiency of these systems. Many 

studies have examined quantitative outcomes, such as detection accuracy rates or the number of false positives, yet 

they have paid less attention to the subjective experiences of IT professionals who use these systems in their daily 

work. Studies in the fields of human-computer interaction (HCI) and trust in technology have also provided insights 

into how users develop trust in automated systems. However, few have delved into how the personal experiences and 

deep perceptions of IT professionals influence their decision-making in AI-driven scenarios. Thus, this study aims to 

fill this gap by focusing on understanding users' subjective experiences with AI in intrusion detection. 

The phenomenological method was chosen to address this research gap, as this approach allows for an in-depth 

exploration of the experiences and meanings derived by individuals who interact with technology. Phenomenology 

focuses on understanding how individuals experience and assign meaning to specific phenomena—in this case, the 

use of AI-based systems in cybersecurity. Through in-depth interviews and thematic analysis, this study seeks to 

understand IT professionals’ emotions, trust, and challenges, as well as how they interpret alerts or decisions 

generated by AI. Consequently, phenomenology provides a more suitable approach to answering questions related to 

subjective experiences and meanings that are often overlooked in quantitative research. 

This article is structured into several key sections to systematically present the findings. It begins with an introduction 

discussing the background and significance of this research, followed by a more detailed examination of the 

phenomenon under study—the interaction between IT professionals and AI systems in cybersecurity. Next, the 

methodological approach of phenomenology is explained, including data collection and analysis processes aimed at 

uncovering participants' subjective experiences. The research findings are then presented in the form of key themes 

identified from interviews and observations, concluding with a discussion and summary of the study’s contributions 

to understanding human-AI collaboration in cybersecurity. 

Method 

Study Design 

This study employs a phenomenological approach to explore the experiences of IT professionals in using AI-based 

security systems for intrusion detection. This approach was chosen because it focuses on gaining a deep 

understanding of participants' subjective experiences when interacting with increasingly automated technologies in 

the cybersecurity context. 

In this study, interpretative phenomenology is used to uncover the deeper meanings behind participants' experiences, 

including their perceptions, challenges, and reflections on AI systems. This approach allows for an exploration of how 

IT professionals develop understanding and trust in AI technology for threat detection, as well as how they navigate 

the challenges arising from the implementation of such systems. By examining these experiences, this study provides 

broader insights into the human-AI interaction within the realm of cybersecurity. 

Participants 

The participants in this study are IT professionals with direct experience using AI-based security systems for 

intrusion detection. A purposive sampling approach was employed to ensure that participants have relevant 

engagement with the studied phenomenon. 

 

The inclusion criteria for this study are as follows: 
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• A minimum of three years of experience in the field of cybersecurity. 

• Active involvement in the use or management of AI-based intrusion detection systems in their workplace. 

• Holding roles such as security analyst, security engineer, or IT security manager in industries or institutions 

that implement AI-driven security systems. 

A total of 10 to 15 participants were included in the study. Participants' identities were kept confidential to protect 

their privacy and to ensure compliance with ethical research standards. 

Data Collection 

Data for this study were collected through semi-structured interviews, conducted either in person or online, 

depending on participants' preferences and availability. The interviews followed an open-ended question guide 

designed to explore participants' experiences, challenges, and perceptions regarding AI-based security systems. 

Each interview lasted between 45 to 60 minutes, allowing for in-depth exploration while minimizing participant 

burden. A comfortable and distraction-free environment was ensured during the interviews to encourage participants 

to share their experiences openly. All interviews were audio-recorded with participants' consent and later transcribed 

verbatim for analysis. 

In addition to interviews, direct observations were conducted to monitor participants in real workplace settings as 

they interacted with AI-based intrusion detection systems. These observations provided additional insights into the 

interaction patterns between IT professionals and AI systems in real-world cybersecurity operations. 

Data Analysis 

Data were analyzed using a phenomenological thematic analysis method to identify patterns and key themes within 

participants' experiences. The analysis process followed several stages: 

1. Transcription and In-Depth Reading – Each interview was transcribed verbatim and repeatedly reviewed to 

grasp the essence of participants' experiences. 

2. Initial Coding – Segments of data reflecting significant experiences and meanings were open-coded to 

capture key insights. 

3. Theme Identification – Codes with similarities or interconnections were categorized into major themes that 

encapsulate the deeper meanings of the studied phenomenon. 

4. Theme Structuring and Interpretation – Identified themes were further analyzed within the context of IT 

professionals' experiences, linking them to theoretical frameworks on technology trust and human-computer 

interaction. 

The analysis was conducted using qualitative data analysis (QDA) software, such as NVivo, to facilitate systematic 

data organization and categorization. This approach ensured a structured and rigorous examination of participants' 

subjective experiences. 

Results 

This study explores the experiences of IT professionals in using AI-based security systems for intrusion detection. 

Through in-depth interviews and observations, several key themes emerged, reflecting their perceptions, challenges, 

and interactions with this technology. 

Trust in AI for Cybersecurity: Between Convenience and Skepticism 

Most participants acknowledged that AI has a significant advantage in detecting anomalies faster than humans. 

However, trust in AI-generated automated decisions remains a dilemma. Some IT professionals stated that while AI 

can provide early warnings, they still feel the need to conduct manual verification before making final decisions. 
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One participant expressed: 

"AI is often able to detect suspicious activities that I might have missed. However, I can't fully trust the system 

because there have been instances where its decisions seemed unreasonable or lacked clear context." 

This experience highlights that AI is perceived as an assistive tool that enhances threat detection efficiency but cannot 

fully replace human analysis. The trust IT professionals place in AI systems appears to depend on how transparent 

and interpretable the system’s decisions are. 

Challenges of False Positives and False Negatives: Increased Workload for IT Professionals 

One of the primary challenges highlighted by participants is the high rate of false positives generated by AI systems. 

AI often detects patterns that do not actually represent real threats, leading to excessive alerts. As a result, IT 

professionals must filter and validate each alert, ultimately adding to their workload. 

 

A security analyst shared: 

"Every day, I receive hundreds of notifications from AI about potential attacks. Unfortunately, many of them are 

just false alarms that do not actually pose a threat. This makes my team and me more selective, and at times, we 

even ignore some alerts that might be important." 

On the other hand, false negatives, or the AI’s failure to detect actual attacks, also remain a concern. One participant 

pointed out that sophisticated attacks, such as Advanced Persistent Threats (APT), often go undetected because AI 

operates primarily based on predefined attack patterns. 
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"I once encountered a case where AI failed to detect an ongoing attack because the attack pattern did not match 

AI's dataset. This is very concerning because it means we still have to rely on human oversight." 

These findings indicate that while AI can enhance threat detection efficiency, its limitations necessitate human 

intervention to ensure the system operates optimally. 

Human-AI Collaboration: AI as an Assistant, not a Replacement 

Most participants perceive AI as a supporting tool that enhances their work efficiency rather than a system capable 

of completely replacing human roles in cybersecurity. AI is considered more suitable for detecting early attack 

patterns, while the final decision-making remains in the hands of IT professionals. 

 

An IT security manager stated: 

"AI is great for filtering information and providing initial data, but I would never fully delegate security decisions 

to a machine. I need to understand the reasoning behind AI alerts before taking action." 

This experience reinforces the idea that while AI provides significant benefits in automating threat detection, its 

effectiveness in cybersecurity systems still heavily relies on human expertise for data interpretation and validation. 

AI Limitations in Handling Complex Attacks: Unforeseen Threats 

Several participants revealed that AI still struggles with understanding complex and dynamically evolving attack 

patterns. Non-linear attacks or those carried out by high-level threat actors often evade AI detection because they do 

not follow easily identifiable patterns. 
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A security engineer shared their experience: 

"We once encountered an attack that was carried out gradually over a long period. AI didn’t recognize this activity 

as a threat because it was executed very carefully and slowly. If we had relied solely on AI without manual 

investigation, we might have lost highly valuable data." 

This finding indicates that while AI is effective in identifying known threats, it still has limitations in anticipating 

sophisticated attacks that lack clear patterns. Thus, human expertise remains essential in cybersecurity to address 

unpredictable and advanced threats. 

The findings of this study reveal that while AI holds significant potential in cybersecurity, there are still major 

challenges in its implementation, particularly regarding user trust, false positive rates, and AI's limitations in 

handling complex threats. IT professionals generally perceive AI as a support tool that enhances efficiency, rather 

than a system capable of fully replacing human roles in cybersecurity. 

The experiences shared by participants highlight the importance of human-AI collaboration in cybersecurity systems. 

Final decision-making still requires human intervention, especially in cases where AI fails to grasp the broader 

context of a threat. Therefore, the design of AI-based security systems should prioritize transparency, reliability, and 

human interaction to ensure greater acceptance and trust among IT professionals. 

Discussion  

This study reveals that while AI-based intrusion detection systems have great potential to enhance efficiency in 

cybersecurity, the experiences of IT professionals who interact directly with this technology are more complex and 

nuanced (Ali & Shah, 2024). The key findings indicate that although IT professionals acknowledge AI’s ability to 

detect threats quickly, they still experience uncertainty and a tendency to verify the system’s outputs (Lysenko et al., 

2024). This reflects a tension between trust in technology and the need to maintain human control over security 

decision-making. 

These findings directly address the research question posed in the introduction: How do IT professionals experience 

using AI-based systems for intrusion detection? The study demonstrates that while IT professionals rely on AI for 

initial threat detection, they still feel the need to perform manual verification and intervene in AI-driven decision-

making when faced with uncertainty or false positives (Smmarwar et al., 2023). This highlights that although AI-

based systems can accelerate threat identification, trust and reliability remain significant challenges in the full 

adoption of automation (Kelly et al., 2023). These experiences reinforce the notion that AI, while beneficial, cannot 

entirely replace human roles in scenarios requiring more complex situational judgment. 

In the context of existing literature, these findings align with human-computer interaction (HCI) theories, which 

suggest that regardless of technological advancements, human factors continue to play a crucial role in their 
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utilization. Previous studies on trust in technology also support this research, indicating that while users tend to trust 

technology for certain tasks, they remain skeptical when decisions are fully automated. Furthermore, these findings 

expand the literature on human-AI collaboration in cybersecurity, where prior research has predominantly focused 

on AI system performance, while this study highlights the subjective experiences of those involved in these systems 

(Dehghantanha et al., 2024). Therefore, this study makes a significant contribution to the understanding of how IT 

professionals build and maintain their relationship with advanced technology in daily cybersecurity practice (Mahalle 

et al., 2024). 

The findings of this research provide significant insights from both theoretical and practical perspectives. 

Scientifically, this study deepens our understanding of the relationship between humans and technology in the 

context of cybersecurity, where IT professionals continue to play a significant role despite the presence of automation. 

The practical implication is that developers of AI-based security systems need to consider user trust and reliance on 

human supervision in system design (Kaushik, 2022). These findings emphasize the necessity of designing interfaces 

and workflows that support human-AI collaboration, allowing IT professionals to verify and interact with the system 

flexibly. More broadly, these results are also relevant for organizations integrating AI technology into their security 

frameworks, as it is crucial to understand that while technology can accelerate processes, human involvement in 

decision-making remains indispensable (Kim & Park, 2020). From social and professional perspectives, these 

findings indicate that although AI technology in cybersecurity is rapidly advancing, there is a need to establish a 

relationship of mutual trust between humans and machines, which will enhance the effectiveness and success of such 

systems. 

Although this research provides valuable insights into IT professionals' experiences with AI-based intrusion detection 

systems, several limitations should be acknowledged (Buhas et al., 2024). One of these is the relatively small number 

of participants (10–15 individuals), which may affect the generalizability of the findings to a broader population. 

Additionally, the participants in this study come from specific industry sectors that utilize AI for network security, 

meaning their experiences may not fully represent IT professionals outside this context. Moreover, this study's focus 

on subjective experiences may not comprehensively capture the technical or managerial challenges associated with 

implementing AI-based security systems (Cau & Spano, 2024). Therefore, the findings of this research are primarily 

descriptive and exploratory, and further studies with larger and more diverse samples are needed to confirm or 

expand upon these findings. 

This study opens avenues for further research into understanding the subjective dimensions of human-AI 

collaboration in other professional contexts, such as the healthcare or financial industries, where AI-based systems 

are also increasingly adopted (Al Humaid Alneyadi & Normalini, 2023). Future studies could explore the dynamics 

of human-machine relationships in more complex situations, including how cultural or organizational factors 

influence the acceptance and trust of technology. Additionally, further investigations could examine the impact of 

training or prior experience on IT professionals' perceptions of AI-based security systems (Alalwan, 2022). The long-

term contribution of this research is to inform the design of more inclusive and collaborative technology, optimizing 

the synergy between human capabilities and machine intelligence in addressing the evolving threats in cybersecurity. 

Conclusion 

This study explored the experiences of IT professionals with AI-powered cybersecurity systems for intrusion 

detection, addressing the need for deeper insights into human-AI collaboration in the cybersecurity field. The 

findings revealed that while AI systems are viewed as effective tools for detecting anomalies, professionals still 

maintain skepticism about fully trusting automated decisions, especially in complex or unforeseen situations. 

Additionally, challenges such as false positives and the need for human oversight were identified as key factors 

affecting the acceptance and effectiveness of these systems. These insights contribute to a more nuanced 

understanding of how professionals engage with AI in security contexts and highlight the ongoing role of human 

expertise in cybersecurity. Future research could further investigate how organizational factors or training programs 

influence the acceptance of AI systems, or explore how different sectors adapt to the integration of AI in their security 

frameworks. Ultimately, this study paves the way for refining the design of AI-driven security systems that foster a 

balanced collaboration between humans and machines. 
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