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A personalized news recommendation system is a crucial and engaging area aimed at tailoring 

news content according to individual reading habits. Numerous research studies have been 

conducted over the years, resulting in significant advancements in predicting user behavior and 

enhancing user experience. Despite this progress, several challenges remain unresolved and 

demand further investigation. Traditional news recommendation systems follow a conventional 

approach to content delivery, which often lacks the adaptability required for long-term 

sustainability. This paper introduces a personalized, enriched news-feeding system that 

leverages a reinforcement learning approach integrated with the Artificial Bee Colony 

Optimization (ABCO) algorithm. The system recommends news based on a personalized wish 

list and commonly researched attributes in news content analysis. An agent node generates a 

list of recommended news items by gathering personal user information, while the 

environment evaluates and rewards recommendations based on the user’s reading patterns. 

The agent node is developed using the ABCO algorithm, which facilitates the generation of 

enriched and relevant news suggestions. The performance of the proposed system, evaluated in 

terms of recommendation accuracy, is based on personalized data and has been compared 

against existing models. Experimental results show that the proposed system achieves an 

accuracy rate of 97.5% in news recommendation. 

Keywords: Recommended System, Artificial Bee Colony Optimization, Reinforcement 

Learning, Personalized Learning, Agent Modelling. 

 

INTRODUCTION 

Digital content delivery has emerged as a powerful solution for disseminating information to a broader audience, 

and the Internet serves as the most efficient medium for achieving this. Online news distribution platforms have 

become highly popular, with 65% of online users preferring them over traditional media such as newspapers, 

television news, and printed publications. This shift is largely due to the convenience and real-time accessibility 

offered by digital news platforms, prompting a gradual transition among traditional news consumers toward digital 

alternatives [2]. Each day, news content creators publish a vast number of articles, making it nearly impossible for 

users to explore all available sources [3]. To address this challenge, personalized news recommendation systems 

tailor article suggestions based on individual user interests. These recommendation platforms are essential for 

enhancing the user’s reading experience [4]. In recent years, such systems have gained significant attention from 

both academia and industry [3][5]. 

Figure 1 illustrates the workflow of a typical news recommendation system. News reading applications gather user 

behavior data, such as searches and preferences. A large news pool stores content from various sources. The system 

then selects relevant articles based on user interests and feeds them into the recommendation engine, which ranks 

and presents the most suitable news items. User profiles are continually updated based on interactions, refining the 

personalization process. Traditional recommendation systems are increasingly being replaced by these 

personalized environments. Extensive research is ongoing to address the challenges posed by this transition. Given 

the constant influx of new articles and the quick expiration of older content, news recommendation systems often 

face the cold-start problem. Modern articles typically contain rich textual and multimedia elements—titles, images, 
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and detailed content—which are analyzed using advanced natural language processing techniques to interpret user 

preferences. However, most news platforms lack explicit user feedback mechanisms such as ratings or reviews. 

Consequently, user interest must be inferred from indirect interactions, such as article clicks. Designing truly 

personalized recommendation models remains a significant challenge due to the diverse and dynamic nature of 

user preferences. Solving this complexity requires innovative and effective approaches [6]. Numerous researchers 

have conducted comprehensive surveys of existing personalized news recommendation systems [8–18]. 

 

Figure 1: Generalized Working Principle of News Recommendation System 

The Personalized News Recommendation System 

Numerous online news platforms utilize personalized news recommendation techniques [19]. In contrast, non-

personalized systems offer news suggestions based solely on general factors such as overall popularity [21–24], 

editorial choices [25], and user location [26, 27], without tailoring content to individual users [20]. Personalized 

recommendation systems are typically grouped into three main categories: collaborative filtering, content-based 

approaches, and hybrid models. Recently, content-based approaches have evolved to include traditional semantic 

techniques, contextual bandits, and deep learning-based models. 

These personalized systems are trained to align with user preferences, considering both news categories and 

individual interests. However, news content becomes outdated rapidly and is continuously updated with new 

material, causing both news features and candidate articles to change dynamically. Additionally, a user's interest in 

reading specific news items may vary depending on their current mood. A general framework for personalized news 

recommendation using reinforcement learning is illustrated in Figure 2. 

 

Figure 2: General Framework for Reinforcement Learning-based Personalized News Recommendation System 
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For each new instance, the recommendation system presents a unique set of news categories tailored to the user’s 

personalized memory profile. Optimization mechanisms aim to generate and deliver a curated news list, which 

serves as input to the environment for user selection. Reward points are then computed based on the user's choices 

from the recommended content. The agent refines the news selection strategy by considering both the criteria of the 

news items and the reward points provided by the environment. Online recommendation techniques continuously 

adapt to evolving news characteristics and shifting user interests through real-time updates, striving to maximize 

the reward points, particularly measured by the Click-Through Rate (CTR). 

Research Gap 

Current recommendation models face several challenges, which contribute to a growing disconnect between user 

preferences and the news content being suggested. 

1. Most personalized recommendation systems rely heavily on reward mechanisms like Click Through Rate 

(CTR), limiting their adaptability. 

2. While some systems incorporate user feedback beyond simple click or non-click indicators, which can 

enhance recommendation quality, there remains ambiguity regarding the selection of effective parameters 

for optimal system design. 

3. Many existing models tend to produce monotonous results by consistently recommending similar types of 

news, which can reduce user engagement. 

4. These models also struggle with optimization issues, often getting trapped in local or global optima when 

matching news content to users' personalized interests 

Contributions 

This paper introduces a personalized news recommendation system leveraging reinforcement learning techniques 

to deliver relevant and enriched news content to active readers. The key contributions of the proposed approach are 

as follows: 

1. A reinforcement learning-based personalized news recommendation system is developed, utilizing the 

Artificial Bee Colony Optimization (ABCO) technique. 

2. In this system, the agent identifies the reader’s news interests and recommends news articles tailored to 

each individual's preferences. 

3. The environment provides either positive or negative reward points based on sentiment scores derived 

from user clicks and feedback. The Artificial Bee Colony Optimization Algorithm updates the user interest 

list according to these reward signals. 

4. Reward points are further refined using a richness score that includes the sensitivity score of news content. 

Each article is assigned a weight factor ranging from 0 to 1. 

5. This weight factor enhances the freshness of the recommended content, leading to improved news diversity 

compared to traditional news recommendation systems. 

6. The system is designed for dynamic adaptability, catering effectively to a wide range of readers with varying 

reading levels. 

The rest of the paper is organized as follows: Section 2 reviews reinforcement learning-based news 

recommendation systems and highlights research gaps in current models. Section 3 elaborates on the proposed 

personalized recommendation framework. Section 4 presents the experimental results and analysis, while Section 5 

concludes the paper and outlines future directions for personalized news recommendation research. 

RELATED WORK 

Wouter et al. [28] presented an extension for the existing Hermes framework based on the user profile to 
store terms or concepts found in the news items. Kompan et al. [29] proposed a content-based news 
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recommendation system using a cosine-similarities searching mechanism with an effective representation of the 
news recommendations. They have performed experimentation for the proposed method with the environment of 
the largest electronic Slovakia newspaper. Li et al. [30] modeled a personalized news recommendation system 
based on a contextual bandit problem. This method sequentially selects news articles based on the contextual 
information about the user and articles in addition to this the selection system uses user click feedback to maximize 
total user clicks. Li et al. [31] proposed a two-stage personalized recommendation system based on the exclusive 
characteristics of news articles and user-inherited interest in the reading behavior of individuals. Liu et al. [32] 
developed a framework for predicting user current interest from the activities of that particular user. They have 
combined the concept of a content-based recommendation mechanism with collaborative filtering to create 
personalized recommendations for news articles. Lu et al. [33] proposed a framework based on a neural 
optimization technique for Partially Observable Markov Decisions and the author claims that the proposed method 
effectively uses collected historical data from the real-world environment and automatically achieves a suitable list 
of news articles. Xiangyu Zhao et al. [34] proposed a principle approach to create a set of complementary items and 
the corresponding strategy to display pages in 2-D and they have proposed novel page-wise recommendations 
based on deep reinforcement learning technique. This optimizes the page items with the proper display order based 
on the real-time feedback collected from the users. Lixin Zou et al. [35] introduced an RL framework to optimize by 
using Q-Network which is designed in a hierarchical LSTM to model the complex user behaviors and S-Network 
simulates the environment to assist with the Q-Network 

Manoharan et al. [36] proposed a fuzzy logic-based approach for predicting the interest of the user and their 
categories by analyzing the implicit user profile. The viral news articles and their categories are analyzed through 
data mining social media feeds from Facebook and Twitter. Bangari et al. [37] presented a review of the different 
reinforcement algorithms, Deep Q Learning Network (DQN), Twin Delayed DDPG (TD3), and Deterministic Policy 
Gradient (DDPG) to design for the news recommendation system and also discussed challenges identified from the 
reinforcement recommendation systems. Kabra et al. [38] proposed a novel news recommendation system for 
providing a top k number of suggested lists of news based on context-aware recommendations The item features 
and user feedback will be used as input for the reinforcement learning backed dynamic algorithm 

Song et al. [39] proposed a framework for a news recommendation system using deep Q-learning with double 
exploration networks. They have used an offline dataset and a new reward point calculation method in the 
proposed method. Guanjie et al. [40] proposed a news recommendation system using a Deep Reinforcement 
Learning framework and this method uses a Deep Q-Learning based recommendation system with explicit future 
reward points. Fangzhao et al. [41] presented a large scale dataset for news recommendation, known as MIND. This 
has been constructed from the user click logs from Microsoft News, The MIND dataset has 1 million users and 
contains more than 160K English news articles. Each entry is designed with rich textual content, News title, click 
and non-click counts, category of news, content 

FUNDAMENTAL ALGORITHM METHODS 

This section discussed the basic assumptions and fundamental ideas behind the artificial bee colony optimization 
algorithm 

Assumption 1: The available news instances are mentioned as 𝐴𝑉𝑛𝑒𝑤𝑠 = {𝑋𝑖 , 1 ≤ 𝑖 ≤ 𝑁}, here N represents the 
total number of news instances in the particular time interval. Each news instance is represented as follows, 

𝑋𝑖 = {𝑇 ← (𝑁𝑒𝑤𝑠 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠), 𝑌 ← (𝑆𝑒𝑡 𝑜𝑓 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑋𝑖), 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑋𝑖
, 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒

𝑋𝑖 } 

Here 𝑇𝑋𝑖
← {𝑥𝑖 , 1 ≤ 𝑖 ≤ 𝑛}and 𝑌𝑋𝑖

← {𝑦𝑗 , 1 ≤ 𝑗 ≤ 𝑚1}. The 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑋𝑖
 mentioned the list of categories covered by the 

news instant 𝑋𝑖.  

Assumption 2: The sentiment score 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒
𝑋𝑖  for the news instant 𝑋𝑖 is measured as follows, 

𝑆𝑆𝑐𝑜𝑟𝑒𝑌
𝑋𝑖 ← ∑ 𝐴𝑣𝑔𝑆𝑐𝑜𝑟𝑒

𝑦𝑗

𝑚1

𝑗=1

   → (1) 

𝐴𝑣𝑔𝑆𝑐𝑜𝑟𝑒

𝑦𝑗
←

#(𝑦𝑗)

∑(𝑊𝑜𝑟𝑑𝑠 𝑖𝑛 𝑋𝑖)
   → (2) 

Assumption 3: The news readers are commonly known as users 𝑈𝑘 in the proposed method and the interest list 

for the particular user has been represented as follows 𝐼𝐿𝑈𝑘
= {𝑅𝑒𝑎𝑑𝑖𝑛𝑔𝐶𝑎𝑡𝑒𝑔𝑟𝑖𝑒𝑠 , 𝐶𝑙𝑎𝑠𝑠𝑈𝑘

, 𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑠𝑙𝑖𝑘𝑒𝑠
𝑈𝑘 }, the reading 

categories and liking keywords are created as follows,    
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𝑅𝑒𝑎𝑑𝑖𝑛𝑔𝐶𝑎𝑡𝑒𝑔𝑟𝑖𝑒𝑠 ⊆ 𝑁𝑒𝑤𝑠𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑒𝑠
𝑠 → (3) 

𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑠𝑙𝑖𝑘𝑒𝑠
𝑈𝑘 ⊆ 𝑁𝑒𝑤𝑠𝐾𝑒𝑦𝑤𝑜𝑟𝑑

𝑆 → (4) 

The super set for news categories and keyword list is constructed as follows, 

𝑁𝑒𝑤𝑠𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑒𝑠
𝑠 ← ⋃ 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑋𝑖

𝑁

𝑖=1

    → (5) 

𝑁𝑒𝑤𝑠𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑠
𝑠 ← ⋃ 𝑌𝑖

𝑁

𝑖=1

    → (6) 

Artificial Bee Colony Optimization Algorithms 

The Artificial Bee Colony (ABC) Optimization Algorithm is a nature-inspired, swarm-based meta-heuristic 
technique. It is modeled after the foraging behavior exhibited by honey bees, as originally conceptualized by 
Tereshko and Loengarov [43], and inspired by the natural behavior of honey bee colonies [42]. The ABC algorithm 
consists of three fundamental components. The first two components simulate the roles of employed and onlooker 
bees, which are responsible for exploring and exploiting rich food sources to gather nectar. The third component 
comprises scout bees that carry out a random exploration process to discover new food locations. 

In this algorithm, each solution within the search space corresponds to a set of optimization parameters 
representing food source positions. The number of employed bees is equal to the number of food sources, with each 
food source evaluated based on its fitness value, which indicates its quality and is tied to its position. Employed 
bees assess these sources and communicate the findings to the onlooker bees, enabling them to identify the most 
promising solutions. The population size—including employed bees, onlooker bees, and solutions—is kept constant 
and equal. The upcoming section elaborates on the different phases of the ABC algorithm 

Initial Phase 

Let 𝑋 = {𝑥𝑖}, 1 ≤ 𝑖 ≤ 𝑆𝑁 is the initialized population, which is generated randomly in the entire space. The food 
source 𝑥𝑖𝑗  in the initial phase is calculated as follows (equation 7), 

𝑥𝑖𝑗 = 𝑥𝑗
𝑀𝐼𝑁 + 𝛼 × (𝑥𝑗

𝑀𝐴𝑋 − 𝑥𝑗
𝑀𝐼𝑁), 1 ≤ 𝑖 ≤ 𝑆𝑁 𝑎𝑛𝑑 1 ≤ 𝑗 ≤ 𝐷 → (7) 

Employed Bees Phase 

This phase is used to generate new solutions 𝑉𝑖  by using a random neighborhood searching process over the 
available population 𝑥𝑖 using the following equation (8),  

𝑉𝑖𝑗 = 𝑥𝑖𝑗 + 𝛼 × (𝑥𝑖𝑗 − 𝑥𝑘𝑗)  → (8) 

Here k and j are the randomly selected values from the SN (number of solution population) and D (dimensional 
vector) and the condition of (𝑘 ≠ 𝑖). If 𝑉𝑖 produces an excellent result than 𝑥𝑖, 𝑥𝑖 is replaced with 𝑉𝑖. The counter 
value will be reset or increased by 1 based on the result acceptance. 

Onlooker Phase 

This phase applies a selection probability to select food sources based on fitness ratio. The probability can be 
calculated as follows (equation 9), 

𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 =
𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖

∑ 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖
𝑆𝑁
𝑖=1

→ (9) 

Then the fitness value for the food source 𝑥𝑖 is calculated as follows (equation 4), 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 = {

1

1 + 𝑓(𝑥𝑖)
,            𝑖𝑓  𝑓 (𝑥𝑖) ≥ 0 

1 + |𝑓 (𝑥𝑖)|,              𝑂𝑡ℎ𝑒𝑟𝑣𝑖𝑒𝑤

→ (10) 

From equations (9) and (10) it is easy to infer that the food source with the larger fitness value has the highest 
probability of being selected by the onlooker bees. 

Scout Bee Phase 
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The onlooker bees select their food sources randomly known as scouts. The employed bee's solutions could not be 
improved through a maximum number of trials (Maximum Limit or Abandonment Criteria) by the ABC algorithm 

Algorithm 1: Artificial Bee Colony Optimization Algorithm 

1. Generate Random Initial Populations by using the equation (7) 
2. Compute Fitness value for each population 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑥𝑖

, 1 ≤ 𝑖 ≤ 𝑆𝑁 

3. Initialize the counter 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 = 1 
4. Do 

a. For each employee bee from 𝐸𝑏𝑒𝑒𝑖
, 1 ≤ 𝑖 ≤ 𝑆𝑁 

i. Compute 𝑉𝑖𝑗 using equation (8) 

ii. Compute Fitness value 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑉𝑖
 

iii. Apply Greedy Selection Process over 𝑥𝑖 , 𝑉𝑖 
b. End For 

5. Calculate the probability values 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  for the solution 𝑥𝑖 using equation (9) 
a. For each onlooker bee from 𝑂𝐿𝑏𝑒𝑒𝑖

, 1 ≤ 𝑖 ≤ 𝑆𝑁 

i. Choose a solution 𝑥𝑖 with support of probability value of 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  
ii. Create a new solution 𝑉𝑗 

iii. Computes its fitness value 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑉𝑗
 

iv. Apply Greedy Selection Process over 𝑥𝑖 , 𝑉𝑗 

b. End For 
6. If an abandoned solution is attained then 

Replace it with a new solution (randomly produced by equation (10)) 
7. Else No replace 
8. The available list of best solutions keeps track and increments the counter 
9. While (𝐶𝑜𝑢𝑛𝑡𝑒𝑟 ≤ 𝑀𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

 

PROPOSED NEWS RECOMMENDATION TECHNIQUE  

This section discussed the proposed news recommendation system using a reinforcement learning model based on 
Artificial Bee Colony Optimization algorithms. Nature-inspired algorithms are a suitable solution for the semi-
supervised learning environment and these algorithms work based on the concept of natural behaviour of living 
things. The proposed architecture for the news recommendation system is shown in Figure 3, 

 

Figure 3: Proposed Architecture for the News Recommendation Method using Reinforcement Learning 

In the proposed method, the agent has been designed based on the concept of an artificial bee colony optimization 
mechanism. The agent will create a recommended list of the news based on the personalized interest derived from 
the user behavior by using several clicks, the category of news likes, and the news searching category. This 
recommended news list will be given as input to the environment and the user selects news from this recommended 
list, based on the news selection reward points will be calculated. 
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Proposed Reinforcement Learning Algorithm  

This section discussed the proposed reinforcement algorithm for the personalized News recommendation method. 
The initial stage is constructed with recommended news feeds from the available news list and the news 
recommendations will be prepared based on ABC optimization technique. The following algorithm 1 explains the 
working principle of the proposed reinforcement learning algorithm  

Algorithm 2: Proposed Reinforcement Learning Algorithm 
1. The initial stage has been constructed based on the available list of news instances. The 

available list of news instances is indicated as 𝐴𝑉𝑛𝑒𝑤𝑠 = {𝑋𝑖 , 1 ≤ 𝑖 ≤ 𝑁}, and each 𝑋𝑖 ∈ 𝐴𝑉𝑛𝑒𝑤𝑠  

will be measured with the sentiment score 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒
𝑋𝑖  by using the equation (1). 

2. The available news instances 𝐴𝑉𝑛𝑒𝑤𝑠 with sentiment score 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒
𝑋𝑖  for news instance 

will be given as Input for the Agent Node and apply ABC algorithm (Algorithm 1) for the 
initial stage of segmentation according to the sentiment score based on user interest 
(equation (3) and (4)). 

3. The news readers interest list for a Learner 𝑈𝑘 will be created as 𝐼𝐿𝑈𝑘
=

{𝑅𝑒𝑎𝑑𝑖𝑛𝑔𝐶𝑎𝑡𝑒𝑔𝑟𝑖𝑒𝑠 , 𝐶𝑙𝑎𝑠𝑠𝑈𝑘
, 𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑠𝑙𝑖𝑘𝑒𝑠

𝑈𝑘 } and this list will be updated based on equation (3) 

and equation (4) 
4. Select a suitable and recommended list of news instances for the news reader 𝑈𝑘 will be 

given as follows 

𝑆𝑅𝑁𝐿𝑖𝑠𝑡𝑈𝑘
{(𝑋𝑗 , [𝐶𝑙𝑖𝑐𝑘 𝑜𝑟 𝑁𝑜𝑛 − 𝐶𝑙𝑖𝑐𝑘𝑒𝑑], 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒

𝑋𝑖 )}
𝑗=1

𝑀
 

5. Apply Artificial Bee Colony Algorithm-based generative AI model (Algorithm 2) over 
𝑆𝑅𝑁𝐿𝑖𝑠𝑡𝑈𝑘

for selecting the enriched news article from this list 

6. The enriched news instances are taking the top position in this list𝐸𝑆𝐿𝑖𝑠𝑡𝐶𝑜𝑢𝑟𝑠𝑒
𝑙 . 

7. This recommended enriched news list𝐸𝑆𝑁𝐿𝑖𝑠𝑡𝑋𝑖

𝑈𝑘  will be given as input for the Environment 

Node and the news reader will click and read the more suitable news instance from 

the𝐸𝑆𝑁𝐿𝑖𝑠𝑡𝑋𝑖

𝑈𝑘list.  

8. The newsreader interest list𝐼𝐿𝑈𝑘
 will be updatedbased on the news instance selection. 

9. This process will return an Expected Reward point  and this will be calculated as follows, 

𝐸𝑅𝑇 = ∑ 𝛾𝑖𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒
𝑋𝑖+1

𝑇

𝑖=0

  → (11) 

Here 𝛾𝑖weight factors the particular course. The weight factors are assigned within the 
interval of [0, 1] 

 

EXPERIMENTAL SETUP AND IMPLEMENTATION DETAILS 

This section discussed the dataset, experimental setup, and performance evaluation. The experiment was 
conducted with the Microsoft News Dataset (MIND) [41]. MIND is a large-scale dataset of news recommendation 
systems and this has been collected from the anonymized behaviour of logs in Microsoft news website. This dataset 
contains 160k English news articles with more than 15 million impressions logs, which have been generated by 1 
million users. Each impression log contains click and non-click events and historical news click behaviors of the 
user. The dataset contains four different file behaviors.tsv, news. tsv, entity_embedding.vec and 
relation_embedding,vec. The behaviors.tsv (Click History and impression logs of users) and news.tsv (information 
of news articles) files are taken for conducting the experiment. 

The behaviors.tsv file contains the impression logs and user news click histories with five attributes, Impression ID, 
User ID, Time, History, and Impressions. The news.tsv file contains detailed information on news articles available 
in the behaviors.tsv file. This file has 7 attributes, News ID, Category, Sub Category, Title, Abstract, URL, Title 
Entities, and Abstract Entities 

Performance Evaluation 

The following evaluation metrics are used to evaluate the performance of the proposed method, Click Through Rate 
(CTR), Precision (P), and Normalized Discount Cumulative Gain (nDCG) [44]. The Equations (12), (13), and (14) 
are used to calculate the CTR, Precision, and nDCG values respectively,  
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𝐶𝑇𝑅𝑈𝑘
=

#𝐶𝑙𝑖𝑐𝑘𝑒𝑑 𝑁𝑒𝑤𝑠 𝐼𝑡𝑒𝑚𝑠 ∈  𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝐿𝑖𝑠𝑡 

# 𝑁𝑒𝑤𝑠 𝐼𝑡𝑒𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝐿𝑖𝑠𝑡
    → (12) 

𝑃𝑈𝑘
(𝑇) =

#𝐶𝑙𝑖𝑐𝑘𝑒𝑑 𝑁𝑒𝑤𝑠 𝐼𝑡𝑒𝑚𝑠 𝑓𝑟𝑜𝑚 𝑇 𝑅𝑎𝑛𝑘𝑒𝑑 𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝐿𝑖𝑠𝑡

𝑇
    → (13) 

Here T indicates the top-ranked news articles based on the user interest and this value may be changed based on 
the user request. In the evaluation part, precision values are calculated by varying the T values. 

𝑛𝐷𝐶𝐺𝑈𝑘
(𝑓) = ∑ 𝐶𝑇

𝑓
. 𝐷(𝑇)

𝑛

𝑙=1

  → (14) 

Here, T indicates the number of top-ranking news articles and n is the total number of articles recommended by the 

proposed method. The 𝐶𝑇 R indicates the clicking factor and 𝐷(𝑇) is a discount factor.  The discount factor 𝐷(𝑇) has 
been calculated by using the equation (15), 

𝐷(𝑇) =
1

log(1 + 𝑇)
    → (15) 

The following news recommendation methods are considered for the performance evaluation and these methods 
are more suitable and related to the proposed methods, Zheng et al. [40], François Chollet et al. [45], Steffen 
Rendle [46], Cheng  [47], Li [30] and Wang et al. [48]. Zheng et al [40] method uses the deep Q learning method, 
François Chollet et al. [45] uses the logistic regression method, Steffen Rendle [46] uses the factorization method, 
Cheng  [47] uses wide and deep learning method, Li [30] uses linear upper confidence bound method and Wang et 
al. [48] uses the hidden linear upper bound method. The experiment evaluation uses the same news recommended 
list generated based on sensitive scores and reward points [30][40][48] and probability values based on click 
[45][46][47]. Table 1 illustrates the evaluation result by using the dataset of MIND [41]assuming the value of T as 5. 
Table 1 is generated with the news recommendation of 20 instances 

News Recommendation 
Methods 

CTR P nDCG 

Zheng et al. [40] 0.1123 0.2316 0.9124 

François Chollet et al. [45] 0.0164 0.0231 0.2351 

Steffen Rendle [46] 0.0472 0.0314 0.3162 

Cheng  [47] 0.0632 0.0391 0.3953 

Li [30] 0.0682 0.0416 0.4672 

Wang et al. [48] 0.0736 0.0512 0.5149 

Proposed Method 0.1906 0.3156 1.0182 

Table 1: Accuracy with 20 recommended News Instances 

Table 2 illustrates the evaluation result by assuming the T value as 10 and the news recommendation as 40 
instances 

News Recommendation 
Methods 

CTR P nDCG 

Zheng et al. [40] 0.4371 0.4624 1.5478 
François Chollet et al. [45] 0.0247 0.0514 0.8521 
Steffen Rendle [46] 0.0523 0.0624 0.9231 
Cheng  [47] 0.0724 0.0627 0.9032 
Li [30] 0.0775 0.0763 1.0243 
Wang et al. [48] 0.0845 0.0837 1.1956 
Proposed Method 0.6063 0.7672 1.8927 

Table 2: Accuracy with 40 recommended News Instances 

The effectiveness of the exploration has been evaluated by the diversity of news recommendations with existing 
recommendation methods [1][49]. The equation (16) is used to calculate the diversity in the news recommendation 
methods. 
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𝐼𝐿𝑆𝑆𝑅𝑁𝐿𝑖𝑠𝑡 =
∑ ∑ 𝑆(𝑥𝑖 , 𝑥𝑗)𝑥𝑗∈𝑆𝑅𝑁𝐿𝑖𝑠𝑡,𝑥𝑗≠𝑥𝑖𝑥𝑖∈𝑆𝑅𝑁𝐿𝑖𝑠𝑡

∑ ∑ 1𝑥𝑗∈𝑆𝑅𝑁𝐿𝑖𝑠𝑡,𝑥𝑗≠𝑥𝑖𝑥𝑖∈𝑆𝑅𝑁𝐿𝑖𝑠𝑡

    → (16) 

Here 𝑆(𝑥𝑖 , 𝑥𝑗) indicate the similarity measures between two news instances from the recommended news lists 

𝑆𝑅𝑁𝐿𝑖𝑠𝑡. The similarity between news recommended lists is measured based on cosine similarity with bag-of-words 
vectors of news. The proposed method introducing the weight factors is an additional factor to introduce dynamic 
news recommendations. This weight value will add diversity in the news recommendations and this will avoid the 
local and global optima problem in the news recommendation system. Table 3 illustrates the diversity of news 
clicked events with the existing MIND dataset. The total number of news instances considered for this evaluation is 
60 news instances and refreshing rates are 15, 20, and 25 news per minute. 

News Recommendation 
Methods 

ILS15 ILS20 ILS25 

Zheng et al. [40] 0.2731 0.2212 0.2096 

François Chollet et al. [45] 0.1457 0.1172 0.1095 

Steffen Rendle [46] 0.2761 0.2319 0.2134 

Cheng  [47] 0.2493 0.2204 0.2037 

Li [30] 0.3312 0.3127 0.2956 

Wang et al. [48] 0.3176 0.2954 0.2732 

Proposed Method 0.3345 0.3257 0.3077 

Table 3: Accuracy based on News Diversity with different refreshing rate 

CONCLUSION 

The paper proposed a news recommendation system using a reinforcement learning technique with agent design 
based on the ABC optimization algorithm. The proposed recommendation system prepares enriched news articles 
as recommended news lists by using the ABC optimization algorithm. The user interest list will be updated based 
on the news click done by the particular user and this will introduce freshness in the news recommendation system. 
The environment will return a high reward point based on the sentiment score in addition to the weight factor. The 
newsreader interest list will be created based on the number of clicks and the number of keyword matches. The 
performance evaluation for the proposed method has been measured based on Click Through Rate (CTR). The 
proposed method achieves a high CTR rate(0.6063)compared to the other news recommendation systems. The 
accuracy of the proposed method was measured through the diversity of news clicks and the proposed method 
achieves maximum diversity (0.3345) value compared to other news recommendation systems 
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