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Current IoT and sensor device-led computing systems are giving rise to enormous streaming data . This 

ever-growing streaming data necessitates data analytics to do ; on-the-fly decision making thus giving rise 

to stream learning enabled decisions. These new demands of data stream learning algorithms require 

evolving algorithms , evaluation methods and dynamic learning capabilities from the machine learning 

systems. Thus, changing data distribution over stream learning environments is  very less suitable to do 

with the existent and static environments of data analytics. This article addresses the prequential learning 

evaluation in data stream learning environment over real data streams like covertypeand airline with scikit 

multiflow stream learning APIs . The major objective of the paper is to analyse the better alternative to 

traditional hold-out evaluation . The classifier machine learning algorithms like  tree based adaptive 

classifiers and some ensemble-based alternatives are empirically evaluated over both hold-out and 

prequential methods. The results of the experimental evaluation suggest that prequential evaluation is able 

to achieve improvements  in accuracy. Further this article has evaluated time complexity which again 

suggests that GPU and similar computing environments if utilized , prequential evaluation may be the 

optimal solution for dynamic stream learning environments. 

Keywords: Data Analytics, Stream learning, Classification, Prequential evaluation, Adaptive classifiers. 

 

1. INTRODUCTION 

Stream learning has attracted many researchers in recent years because practically every program used on a daily 
basis generates an enormous amount of data. Stream learning is defined as a continuous, infinite input of 
observations, with the most recent ones being the most significant. Characteristics are altering dramatically and in 
an almost unforeseen manner over time due to the very dynamic nature of the data being inserted [10]. 
Furthermore, it is impractical to keep all historical samples due to the massive volume of data, making it difficult to 
extract real-time knowledge. [10] 

2. REAL TIME DATA STREAM LEARNING 

The method by which the data is made available to the system is a crucial and fundamental component of streaming 
data. High latency data sources will "hold" the entire system, making learning algorithms challenging [1]. Beginners 
frequently find it more difficult to understand the data source for streaming data because of the significant 
distinctions, such as the fact that it is not only a self-contained file or a clearly defined database. To ensure that the 
learner is updated as soon as new data becomes available, it must really permit the presentation of new data with 
minimal delay. Many frameworks for stream processing, like Apache Spark, Flink, and SKmultiflow, manage 
streaming data, addressing its dynamic, ever-changing behavioural patterns and attempting to extract knowledge 
instantly. 

3. RELATED WORK 

In  offline classification [6], the classifier algorithm is provided a collection of labelled cases. It builds a model and 
trains it on labelled instances, such that when an unlabelled instance arrives, it can predict the label for the unseen 
instances. In batch classification, the dataset is divided into a training set and a test set, or an alternate method is 
cross-validation, to ensure that the classifier is reasonably accurate. In all cases, the training and prediction phases 
must be separated by time. In streaming or online classification, the distinction between training and testing 
becomes ambiguous and intertwined. The prediction begins before all of the data arrives, as incoming data may 
never end.Thereare many wide research efforts done in this regard [3,4,6], and after a thorough studies most 
prominent ones are highlighting use of decision tree alternatives and ensemble based classifiers to name a few.  

Because of the simplicity of their design, decision tree learners are the most popular for stream categorization 
[11,13]. Decision tree classifiers are popular because (a) they do not require domain knowledge, (b) they handle 
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high-dimensional data, (c) they are simple and fast, (d) they produce accurate results, and (e) the predictions are 
relatively easy to grasp. It supports both discrete and continuous-valued characteristics. Traditional decision trees 
cannot be applied directly to streaming data because they increase the cost of time and memory use. Instead of 
looking at previously stored instances to select the splitting criterion, the Hoeffding tree waits until enough 
examples are received to determine the splitting criterion attribute.The key advantage of the Hoeffding tree is that 
it does not require storing prior instances. The ability to split property can be determined only by mathematical 
computation.One more popular approach for classifying data streams is ensemble-based methods. Because they 
produce better results than depending on strong single learners, they are well-liked by researchers [4,5,8]. The 
relative ease of implementation in practical applications is another attribute of ensemble-based classification [5]. 
Because ensemble methods may be used with drift detection algorithms and contain dynamic updates, like the 
addition of classifiers or the selective removal of others, they are particularly helpful for data stream learning. 

Ensemble classifiers use a variety of data stream classification techniques, many of which are meta-algorithms. This 
involves combining numerous single classifiers using different heuristic approaches [6]. There isn't a general 
guideline for creating the ensemble that yields the optimal solution for each problem [6,7]. To address various 
issues, different combination techniques are applied to a range of fundamental algorithms. Ensemble learning aims 
to generate a combinatorial approach with multiple models and depends on their vote for final predictions, in 
contrast to incremental learning, which aims to give a single model [4]. Because the model is trained on a tiny 
sample of stream data, it may be utilized to effectively handle rapidly increasing data quantities, making this 
architecture beneficial for handling data streams. For data stream analysis, the ensemble-based approach—where 
the choice made by the group of algorithms can be viewed as a decision based on the opinions of certain expertsis 
more widely used [4].  

The classifier does not have access to learning instances in real-time streaming data scenarios like it would in a 
static learning environment; instead, they are supplied sequentially and with a high instream velocity. Data stream 
classifiers should therefore be able to learn every instance in a single scan or, if required, store them for a brief 
amount of time. Ensemble learners respond strongly to this data stream-specific task. 

It is much obvious here, the way in which data stream classification needs to be evaluated. Data stream 
classification mostly revolves around two methods of evaluation[16] hold-out and prequential. In hold-out 
evaluation the test and train sets are predefined. It can measure the accuracy very precisely for the current 
instances. It is a less suitable method streaming instances. Moreover, it becomes challenging to obtain recent-most 
significant  test data for the stream learning. Hence, more accurate method of evaluation i.e. Prequential 
or Interleaved Test-Then-Train is now experimented with many of the stream learning researches [16], hereeach 
separate instance is used to test the model before the instance is used to train the model. In the prequential 
evaluation method, the accuracy can be updated incrementally. 

4. RESEARCH OBJECTIVE  

• To find out the suitable alternative to holdout evaluation . 

• To choose from standard machine learning tree based and ensemble classifiers for streaming data  analytics 
with prequential approach. 

5. PREQUENTIAL EVALUATION 

One common estimation method in dynamic contexts is the prequential approach. There is no need for a distinct 
holdout set because, as the image illustrates, all incoming instances are used for training and testing. This method 
is also known as the Interleaved Test-Then-Train approach, which maximizes the use of the available data by 
evaluating the model's accuracy on each individual instance and updating it incrementally as new instances are 
added to the stream. Strictly following this sequence reduces the significance of each individual case to the 
average.[9] 

In dynamic learning scenarios, the prequential approach is a majorly applied choice of  estimation procedure. The 
distinguishing merit of this prequential approach comes from training phase incorporated here. There is no need 
for  distinct  holdout set, instead of that, all the instances are used in training and testing , thus making maximum 
use of large and varying nature of incoming data instances, which makes it the most suitable choice for streaming 
data analysis. 
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Fig.1  Pictorial representation of Prequential evaluation 

Prequential approach for evaluation is actually predictive sequential (prequential). To be simpler and more generic, 
it can be understood as a learning mechanism where each incoming instance from a data stream can be used to test 
the classifier (any machine learning model) and does not follow the traditional approach of training the machine 
learning model over some dedicated train block of data and then apply it over a separate test data. As given by A. 
Bifet et al in [9] and Hidalgo et al [16] with prequential approach as evaluation measure for data stream learning 
algorithm, the model is being tested over the data stream instance before it is used to train and incrementally 
update the evaluation performance over the entire data stream, order matters here, first test and then train, i.e. 
interleaved test then train. Thus, the model is being tested over the unseen examples and the accuracy over the 
current testing is continuously updated in incremental manner. As time passes on, each individual instance 
becomes less contributable and not much significant, it really captures the dynamic nature of a real time data 
stream. Thus, one can get smooth plot of overall average accuracy over time, utilising the available data to the 
fullest possible potential. Eq. (1) shows the summative S calculation for prequential approach. 

𝑆 = ∑ 𝑙𝑜𝑠𝑠𝑓(𝑦, 𝑦̂)𝑛
𝑖=1    (1) 

The prequential accuracy is calculated online as shown in the Eq. (2). The prequential accuracy can be calculated 
from the beginning of the stream over a sliding window of the fixed size or can be over instances seen in recent 
past(fading factor) . Using these variations sliding window and fading factor , it is better able to represent the 
average accuracy . In other words, it is the accuracy given  by each example’sprediction before it is learned. At 
timestamp t , the prequential accuracy p_acc(t)  is can be represented asEq. 2 

                𝑝_𝑎𝑐𝑐(𝑡) = 𝑎𝑐𝑐_𝑒𝑥(𝑡),                                        𝑖𝑓 𝑡 = 𝑓 

𝑝_𝑎𝑐𝑐(𝑡) = 𝑃_𝑎𝑐𝑐(𝑡 − 1) +
𝑎𝑐𝑐_𝑒𝑥(𝑡)−𝑃_𝑎𝑐𝑐(𝑡−1)

𝑡−𝑓+1
,            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒(2) 

Where, acc_ex is 1 if correctly classified current example and 0 otherwise, f denotes every calculation’s first 
timestamp, i.e, the timestamp when each concept drift is detected. 

The results of the carried-out experiments suggest that the use of  prequential evaluation with the sliding window 
variation is the best alternative [16] to learn in dynamic learning environments as covertype and airline data w.r.t. 
the underlined research.Following algorithm shows a pseudocode for the prequential approach. 

5.1 Pseudo-algorithmic steps for prequential evaluation 

Step 1. While no. of records <max. recordsand 

Stream.has_more samples 

Step 2.  X, Y=stream.next_sample()//Get one instance from incoming stream 

//without clearly dividing as train test or specific hold-out set 

Step 3.  Y_pred=Classifier. Predict(X) 

//test the instance 

Step 4  if Y[0]==Y_pred[0]:  //check performance-Predict label for new data 

Step 5.  Add the current classifier to best performing classifiers 

  And Model will be trained Incrementally with the new data 

Step 6. Take the next record and repeat //Interleaved Test-then -train 

Thus, more suitable to dynamic learning scenarios, the majorly applied estimation procedure is prequential 
evaluation . All the streaming instances are used in training and testing , so, it helps to gain insights from  varying 
nature of incoming data and making use of large speedydata to the fullest potential. 
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6. EXPERIMENTAL WORK 

The Scikit Multiflow architecture for stream learning is used for all of the experiments described here. The present 
experimentation has used Covertype dataset rom UCI Machine Learning  repository. It is openly available and most 
used for stream data analysis tasks. Scikit multi-flow framework has a wide variety of classes and APIs for data 
stream prequential learning environments. Table 1 shows the experimental setup details and programming 
environment. Readers are requested to take a note here that , GPU computation is recommended here, authors 
have planned to take it in the further research.   

Table 1 Experimental setup 

Sr.  Parameters Values 
1 Framework Scikit Multiflow 
2 Dataset Cover type –[19],Airlines -Kaggle [18] 
4 CPU Intel Core i7 16 GB RAM 
6 Programming  Python 3.6.9, scikit learn 

8 Anaconda Jupyter  Version 5.3.1, Version 5.7.2 ; x86_64 bit 
 

7. RESULTS AND DISCUSSIONS 

The performance of the machine learning methods is assessed using cover type and airline data, as shown in Table 
2. This experimentation is conducted using the Skmultiflow platform [21]. For data stream classification task in 
particular, each classifier is assessed across small and large  sample space. This analysis uses accuracy and time as 
evaluation metrics. Among the classifier algorithms, the Hoeffding Tree Classifier, Hoeffoding Adaptive Tree 
classifiers, and Adaptive Random Forest classifier have demonstrated improvements in accuracy, with prequential 
evaluation , while ensemble variations like dynamic weighted majority (DWM),accuracy updated ensemble (AUE) 
and accuracy enhanced ensemble (AEE)  have also demonstrated a notable improvement in accuracy in covertype 
data , although results for airline data are not so prominent. 

For data stream analysis , the difference in performance decreases with the number of instances at a broad scale. 
Further significant fact is that these algorithms allow for a substantial increase over time, despite their time 
complexity(this necessitates GPU computation environment). The algorithm's most admirable feature for real-time 
data stream analysis is its ability to tune with the incoming data instances viz. Hoeffding adaptive tree (HAT), 
achieve a remarkable level of accuracy in a short length of time. ARF is time consuming as initially it takes much 
train time, but on the increasing timeline test time taken is lesser . (Refer Table 2 and 3) 

For interested readers, in detail evaluation graphs with each of the stream data are shown in annexure A and 
annexure B. Where, Annexure A part- I shows the evaluation graphs for Covertype and part- II shows it for Airlines 
stream data. In order to analyse individual time taken by each of the tree based and ensemble algorithms , 
Annexure B is there , showing evaluation graphs for prequential analysis , with covertype data, depicting accuracy 
as well as time taken(train time, predict time, total).  

Table 2 Accuracy Analysis 

Covertype A -0.2m Accuracy 

Evaluation Type Tree based adaptive classifiers Ensemble classifiers 

ARF HT HAT DWM AEE AWE 
Prequential 

0.9398 0.8372 0.8582 0.8193 0.6867 0.547 
Hold-out 

0.7782 0.7041 0.721 0.6452 0.6126 0.3369 
Covertype B -50k  Accuracy 

Evaluation Type Tree based adaptive classifiers Ensemble classifiers 

ARF HT HAT DWM AEE AWE 
Prequential 

0.9106 0.8331 0.8135 0.7909 0.6939 0.5027 
Hold-out 

0.7295 0.7113 0.7615 0.7063 0.6986 0.407 
Airlines – (0.1m) Accuracy 

Evaluation Type Tree based adaptive classifiers Ensemble classifiers 

ARF HT HAT DWM AEE AWE 
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Prequential 
0.643 0.6508 0.6494 0.6159 0.6519 0.5379 

Hold-out 
0.6597 0.6596 0.6626 0.6089 0.6624 0.5864 

Airlines -50k Accuracy 

Evaluation Type Tree based adaptive classifiers Ensemble classifiers 

ARF HT HAT DWM AEE AWE 
Prequential 

0.6365 0.6473 0.6429 0.6082 0.6395 0.6293 
Hold-out 

0.6217 0.6147 0.6139 0.6118 0.6131 0.6127 
 

Table3 Time Analysis 

Covertype A-
50k  

Time (S.) 

Evaluation 
Type 

Tree based adaptive classifiers Ensemble classifiers 

Prequential 565.84 
1693.14 

Hold-out 1228.56 
912.87 

Airlines -50k  Time (S.) 

Evaluation 
Type 

Tree based adaptive classifiers Ensemble classifiers 

Prequential 
528.75 328.46 

Hold-out 
330.97 157.9 

Fig. 2 a-c shows the evaluation graphs of the conducted experiments. 

 

 

(a) 

 

(b) 

 

(c) 

Fig. 2(a-c) – Graphs showing prequential vs. hold-out evaluation a) Covertype-A b) Covertype-B c) 
Airlines 
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8.  CONCLUSION AND FURTHER   RESEARCH 

 This work focuses on data stream learning with main objective to adapt the existing machine learning 
classifiers using a prequential evaluation approach. Experiments have been conducted on the representative scales 
of two data streams covertype and airlines. Although, the present research is carried out without incorporating GPU 
environment, the results often demand the extensive need of high computing power(especially time analysis for 
stream learning). One of the major observations through the experiments is that combining a prequential learning 
approach with the traditional test-then-train methodology may yield better results. The HT and HAT classifier 
performs consistently well in all the data streams in prequential evlaution approach. ARF performs suitably , but 
requires large train time. Ensemble classifier’s results suggest that there is no notable improvement in prequential 
evaluation, and it is much needed to tune ensemble classifiers for prequential evaluation. Also, time required for 
prequential evaluation is much larger but definitely can be tuned in well with GPU or similar extensive computing 
environments.  

The assessment of machine learning classifiers can be  further improved by scikitmultiflow data stream learning 
environment's hyperparameter tuning feature, especially in the data stream learning environment [9,10]. The 
researchers in this field can extend their experimental and research efforts to do more sophisticated analytic 
procedures that incorporate other assessment criteria such as computation time, memory, degree of parallelism (if 
applicable), etc. [13,14], the present work has limitations of computing power , so could not incorporate. The other 
datasets can also be experimented with using prequential analysis to find additional research directions  . 
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Annexure A –Part-I- Cover type stream Data 

Evaluation graphs for tree based and ensemble classifiers, hold-out and prequential approach  

-  

(a)                                                                               (b) 

 

                                        (c)                                                                                            (d) 

Fig. Evaluation Graphs a) hold-out Tree based classifiers b) Prequential – Tree based classifiers 

c) holdout- ensemble based classifiers   d) Prequential - ensemble based 

 

Annexure A-Part-II – Airlines stream Data 

Evaluation graphs for tree based and ensemble classifiers, hold-out and prequential approach  

 

(a)     (b) 
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(c)                                                                                                      (d) 

Fig. Evaluation Graphs a)Hold-out- Tree based classifiers b) Prequential Tree based classifiers 

c) Hold-out Ensemble based classifiers d) Prequential – Ensemble Based Classifiers 

Annexure B – Detailed illustrative graphs -sample representation - Prequential evaluation 
Covertype B-with each classifier (Accuracy And Time) 

 

(a) Prequential Evaluation – Tree based 
classifiers 

 

(b) Prequential Evaluation – Ensemble based 
classifiers 


