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Bank time deposits provide consistent returns on investment. However, there are 

difficulties in locating and luring new clients. By using a combination of XGBoost, 

ADSYN, and Random Search optimization strategies to handle data imbalance, this 

study improves the predictive power of deposit categorization models. The study 

makes use of a Bank Marketing dataset from the UCI Repository that is openly 

accessible. comprising 45,211 items with a notable class disparity (88.3% of "no" 

responses and 11.7% of "yes" responses). While Random Search effectively optimizes 

model parameters, ADASYN integration enhances minority class representation. Our 

suggested hybrid model outperforms conventional methods by achieving an accuracy 

of 94.93%, precision of 94.93%, recall of 94.95%, and ROC-AUC score of 0.9919. 

These results demonstrate the efficacy of our approach in comparison to baseline 

models. This hybrid model accomplishes our research goals and improves customer 

data analysis. We go over the difficulties of integration, such as the need for 

computation and the choice of methods. The findings highlight the significance of 

assessing statistical significance in model enhancements and mitigating noise caused 

by synthetic samples. The study highlights how machine learning can be used to solve 

problems in the financial sector, with a focus on how feature engineering and data 

pretreatment affect performance. In order to improve model scalability and further 

minimize complexity, future research may investigate AutoML, which could lead to 

more creative consumer data analysis 

Keywords: Data Imbalance; Machine Learning; Minority Class Representation; 

Optimization; Predictive Models 

1. Introduction 

Investors can benefit from the reliability and predictability of bank time deposits as an investing 

instrument [1].  

Compared to a standard savings account, investors might earn a greater interest rate on funds that are 

locked away for a specific length of time [2]. Both individual budgeting and the liquidity management 

techniques employed by financial institutions rely on this idea, making banks' operational demands and 

their clients' financial security work together [3]. Both the bank and the customer make a financial 

commitment when they sign up for a term deposit [4]. Banks get access to long-term capital that they 

can use towards lending or investments, and customers get competitive interest rates [5]. Standard term 

deposits and more complicated schemes with value-added features are only two examples of the many 
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deposit alternatives offered by banks today. These innovations aim to satisfy the varied financial needs 

of consumers.  

But it's not easy for banks to find and entice people to sign up for term deposits. The problem is 

worsened by the fact that there is a class imbalance in the consumer databases; a minority class of 

customers are more likely to subscribe to time deposits than a majority class of customers.  

Conventional machine-learning methods, which skew towards the majority, are severely impaired by 

this inequality. In order to analyse customer data and predict their propensity to subscribe to term 

deposits, banks have turned to artificial intelligence technologies, particularly machine learning, [7], 

[8]. This is because traditional direct marketing strategies are costly and frequently ineffective. Machine 

learning is a subfield of AI that allows computers to autonomously learn new tasks and recognise 

patterns in data without any human intervention or programming [9].  

The data imbalance problem is a major obstacle for this technology. When there are more consumers 

who haven't subscribed than those who have, it makes it hard for AI models to make correct predictions 

[10]. The current study takes a fresh tack in addressing this issue by combining XGBoost with the 

Adaptive Synthetic Sampling (ADASYN) technique. Compared to older methods like the SMOTE 

(Synthetic Minority Over-sampling Technique), ADASYN is better at improving minority class 

representation and lowering the detrimental impact of data imbalance [11]. A more targeted synthetic 

sample is employed to do this, which aids in noise reduction and enhances the dataset's quality for 

training models [12]. Using datasets and comparing ADASYN, SMOTE, and SMOTE-KNN 

oversampling approaches, research by [13] examined the influence of resolving class imbalance on 

classification outcomes. In most cases, combining ADASYN with Random Forest is the way to go for 

optimal results. A different study [14] employed XGBoost and ADASYN, two machine learning models 

for oversampling approaches, to examine financial data in search of fraud anomalies; the study achieved 

a 99% accuracy rate. By lowering the bias towards majority classes commonly observed in imbalanced 

datasets, this method is anticipated to enhance the model's capacity to detect possible depositors with 

more accuracy.  

To further enhance the model's management of this data imbalance, this study employs the Random 

Search parameter search technique. Random Search is more efficient in exploring a large parameter 

space than conventional grid search methods [15]. For complicated models like the one utilised in this 

work, this method of randomly selecting parameter combinations allows for the efficient and rapid 

discovery of optimal settings [16]. By optimising parameter values using Random Search, the research 

conducted by [15] achieved a 95% accuracy rate. Classification was also carried out using the K-nearest-

neighbor machine learning algorithm in another work [17], with the hyperparameter value being 

determined via Random Search. It improved the accuracy to 78% with hyperparameters, up from 77% 

before tuning. To tackle the issue of class imbalance in bank marketing data, this work seeks to construct 

a more effective classification model by integrating XGBoost, ADASYN, and Random Search. The goal 

of this research is to help banks find people who could be interested in term deposits by improving their 

predictive accuracy and addressing the imbalance difficulty. This will help them save money and 

improve their marketing strategies for forecasting who might be interested in these deposit products 

[6]. Boosting marketing effectiveness without cutting down on customer 
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2. Materials and Methods 

This study utilizes machine learning methodologies, notably the XG-Boosts and ADASYN algorithms, 

to address the issue of class imbalance in the dataset. Figure 1 explains the steps of this research. 

    Figure 1 : Flow of Work process 

 

2.1. Data Collection 

The study relied on the UCI Repository Bank Marketing Dataset, a publicly available dataset on bank 

marketing. Portuguese financial entities made public this dataset in 2012 [18]. It covers the years 2008–

2010. You may access the dataset here; it contains 45,211 records with 16 attributes and 1 class label per 

record [19]. Here is the URL:  

https://archive.ics.uci.edu/dataset/222/bank+marketing. Included in it are input and output variables 

that have distinct qualities. A notable class discrepancy is observed for the 'y' characteristic, with 'yes' 

outcomes accounting for 11.7% and 'no' outcomes 88.3%; this poses a substantial barrier to both the 

accuracy and training of models [20]. The table below provides an overview of the dataset's unique 

attributes. Table 1 lists all of the dataset's characteristics 

Table 1. Dataset's Information 

Attributes Descriptions Attributes Descriptions 

Age Numeric 

Job Job Categoreis 

Martial Martial Status 

Education The data include primary , secondary and Tertiary 

Balance Average yearly balance in Rs 

Default Has credit in default or no 

Loan Has housing loan or not 
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Housing Last contact day of the month 

Day Last contact month of year 

Month Last contact month of year 

Contact Contact communication types mobile , telephone 

Campaign Contract between client and customer 

Duration Last contract duration 

Previous Several contacts were performed before this campaign and for this client 

Pdays A number of days passed after the client was last contacted from a 

previous campaign 

Poutcome Outcomes of the previous marketing campaign include unknown, other, 

failure, and success 

Class (Y) Has the client subscribed to a term deposit or no 

 

2.2. Feature Engineering 

Feature engineering is frequently referred to as the process of deriving significant features or attributes 

from data through the use of existing domain knowledge or transformation techniques [21], [22].  This 

research employed domain expertise and statistical methods to augment the model's predictive 

capability.  The feature engineering technique generates novel features from existing ones. Attributes 

that can enhance efficacy in forecasting and categorisation [23].  We developed additional 

characteristics, including "age category" and "status category," derived from existing data.  The "age 

category" was derived from the "age" characteristic, segmenting it into significant groupings that may 

represent varying financial behaviours.  Likewise, the "status category" was developed from the 

"balance" feature, classifying individuals into tiers of financial soundness. 

2.3. Data Preprocessing  

During the preprocessing phase, raw data undergoes cleaning and preparation for integration into the 

algorithmic model.  This process entails addressing absent entries and eliminating duplicates to 

guarantee data cleanliness for model training.  The objective is to create a clean dataset for analysis 

utilising machine learning algorithms [24].  Encoding techniques were applied for conversion. 

Transform categorical information into a format suitable for machine processing.  Label encoding was 

employed for binary categories, while one-hot encoding was utilised for attributes with multiple 

categories.  Raw data is often unsuitable for machine learning applications because it may contain 

missing entries, class imbalances, and inconsistencies.  The dataset utilised in this research is of high 

quality, having undergone rigorous verification to ensure it is devoid of missing entries and 

duplications.  The preprocessing in this study entailed the conversion of categorical data into binary 

dummy variables via label encoding for the categories "yes" and "no," while one-hot encoding was 

employed for attributes with multiple categories.  One-hot encoding is a commonly employed method 

for representing categorical variables as vectors essential for statistical models [19], [26]. 
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2.4. Cross Validation 

Cross-validation techniques are employed to enhance the work process and improve the accuracy of 

predictions. Decreasing the magnitude of extensive data sets results in this occurrence. One component 

validates the model, while the other is responsible for training the classifier. This approach was iterated 

multiple times using different validation subsets [27]. By employing a K-fold cross-validation 

methodology, with K set to 10, we could effectively leverage the dataset for training and validation 

purposes. This strategy mitigated the possibility of model overfitting and yielded a more precise 

evaluation of the model's performance on unknown data. Another role of Cross-Validation is to convert 

the original data into training and testing data. If K = 10, then K is defined as being tenfold. For this 

study, a value of K equal to 10 was utilized. Adjusting the K value to 10 segments the data into ten 

separate datasets, where one subset is designated for testing, and the others are used for training. This 

process will be repeated for each dataset based on the set K value [28]. Cross-validation techniques are 

utilized to evaluate tuning parameters that are unknown beforehand and to measure the prediction 

error level in the ultimate model [29]. 

2.5. Adaptive Synthetic Sampling Approach (ADASYN) 

ADASYN is a technique for oversampling minority data in machine learning, aimed at mitigating class 

imbalance issues [30].  This strategy produces new instances of the minority class by taking into account 

their complexity in the learning process. The primary aim is to create more intricate samples for 

classification, resulting in a more varied and challenging dataset. Dataset intended for training 

purposes.  This technique specifically focuses on minority data, posing greater analytical challenges 

compared to more comprehensible data.  The process entails the generation of additional data samples 

for the under-represented class, taking into account the level of learning complexity [12].  ADASYN 

generates synthetic data for minority classes that are more difficult to understand by assigning 

distribution weights according to the level of difficulty.  This method guarantees the generation of 

synthetic data from minority classes that are more challenging to understand, rather than those that 

are easier to interpret [31].  ADASYN represents an advanced version of the SMOTE (Synthetic Minority 

Over-Sampling Technique), aimed at mitigating over fitting by excluding exact duplicates of minority 

instances from the primary dataset [11].  The ADASYN method, as indicated in [32], calculates the ratio 

(d) of minority cases to majority cases using the specified formula. 

𝑑 = 𝑚𝑠/𝑚𝑖   ……………                                                   (1) 

 In this formula, d represents the ratio of minority instances to majority instances, with ms denoting 

majority instances and mi indicating minority instances.  The formula is subsequently employed to 

calculate G, the total number of synthetic observations to be generated. 

 G = (mi - ms) β   ……………..          (2) 

 In this context, G denotes the quantity of synthetic data to be generated, ms represents majority 

instances, mi indicates minority instances, and β signifies randomly selected minority examples from 

randomly chosen minority examples within the same vicinity.  Subsequently, ascertain the K-NN value 

for each minority instance and calculate the proportion of neighbours that belong to the majority class 

(ri) using the specified formula. 

 𝑟𝑖 = #𝑀𝑎𝑗𝑜𝑟𝑖𝑡/ k …………. (3) 

 In this context, ri denotes the neighbours from the majority class, while k signifies the specified number 

of nearest neighbours (KNN).  Normalization is subsequently applied to ri to ensure it equals 1, utilising 

the specified formula. 

 𝑟𝑖̂ = 𝑟𝑖 / ∑ 𝑟𝑖                ……………    (4)  
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Where denotes neighbours from the majority, and represents the normalized  value. Subsequently, 

determine the quantity of synthetic observations produced for each environment (Gi) utilizing the 

formula. a. 𝐺𝑖 =   

                                   𝐺𝑖=𝐺𝑟𝑖̂   …………………….. (5)  

  

The formula, 𝑟𝑖, denotes neighbours from the majority class, while Gi signifies the quantity of synthetic 

observations generated for each local area.  Determine the count of Gi in each locality and subsequently 

generate a new synthetic data point (Si) utilizing the formula. 

 

 𝑠𝑖 = (𝑥𝑖 + 𝑥𝑧𝑖 − 𝑥𝑖)  …………………………. (6) 

Where si represents synthesized new data points, xi represents samples from minority groups within a 

locality, xzi represents random minority samples chosen from the same locality, and λ is a randomly 

selected number ranging from zero to one 

2.6. Extreme Gradient Boosting 

Extreme Gradient Boosting (XGBoost) is an advanced machine learning approach that enhances the 

Decision Tree methodology [19].  The XGBoost model is an ensemble of decision trees.  XGBoost 

demonstrates superior accuracy compared to the Decision Tree algorithm.  Additionally, it has the 

potential to enhance and optimize GBDT (Gradient Boosting Decision Trees). 

 Decision Tree algorithm.  The XGBoost technique, recognized for its efficiency and effectiveness in 

managing large datasets and complex models, was employed [33].  The XGBoost method accelerates 

modeling through the incorporation of regularisation terms [34].  XGBoost is a commonly utilized 

machine learning method [35].  The process of XGBoost, as outlined in the research [36], employs the 

following formula. 

 F(x) = argmin_y ∑ L(Y, y) n i=1    ……….   (7) 

L(Y, y) denotes the differential loss function, while n signifies the sample count.  Next, calculate the 

pseudo residual using the following equation. 

 rim = - [ [𝛿𝐿(𝑌,𝐹(𝑋𝑖))] /  [𝛿(𝑋𝑖)]    …………………    8 

 Let i range from 1 to n. Subsequently, fit the base tree to the training data using the specified equation. 

 (𝑥𝑖, 𝑟𝑖𝑚)    ……………  9 

 Subsequently, calculate the multiplier utilising the equation provided below. 

  𝑦𝑚 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑦 ∑ (𝑌𝑖, 𝐹𝑚 − 1(𝑥𝑖) + 𝑦ℎ(𝑥𝑖)) ……………..      10 

 Subsequently, revise the model utilizing the equation presented below. 

 Fm(x) = Fm−1(x) + ymhm(x)   ………………….   11 

 Execute the aforementioned procedures m times, where m represents the number of iterations. 

2.7. Evaluation  

We employed a confusion matrix to assess the model's effectiveness, evaluating its performance across 

different classes and ensuring precise representation of positive and negative predictions.  The 

confusion matrix is essential for assessing classification models and comprises True Positive (TP), False 

Positive (FP), False Negative (FN), and True Negative (TN).  Elements (TN) [9].  True positives (TP) 
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and true negatives (TN) represent accurate predictions for the positive and negative classes, 

respectively, whereas false positives (FP) and false negatives (FN) denote errors in these predictions.  

The confusion matrix is particularly effective in situations characterized by an imbalance between 

positive and negative classes [9].  In these instances, metrics such as Accuracy, Recall, F1-Score, ROC 

Area, and AUCPR are utilised to comprehensively evaluate minority classes [37], [38].  We will now 

examine the formulas for these evaluation metrics, starting with accuracy 

Algorithm Steps 

Algorithm Steps  

Steps for implementing an ADASYN (Adaptive Synthetic Sampling) and XGBoost model in Python: 

•Import Libraries: Import necessary libraries such as pandas, scikit-learn, and XGBoost. 

•Load Data: Read your dataset into a pandas DataFrame. 

•Handle Missing Values: Address any missing values in the dataset through imputation or removal. 

•Feature Encoding: Encode categorical features into numerical representations if needed. 

•Split Data: Divide the data into training and testing sets. 

•Apply ADASYN: Use the ADASYN technique to handle imbalanced datasets by generating synthetic 

samples for the minority class. 

•Initialize XGBoost Model: Create an XGBoost classifier or regressor object, specifying 

hyperparameters as needed. 

•Train the Model: Fit the XGBoost model to the balanced training data obtained after applying 

ADASYN. 

•Make Predictions: Use the trained model to make predictions on the test set. 

•Evaluate Performance: Assess the model's performance using appropriate metrics like accuracy, 

precision, recall, F1-score, or AUC-ROC. 

3. Results and Discussion 

3.1. Model Performances 

This research involved conducting several tests, including the application of XGBoost with hyper 

parameter optimization for deposit classification.  After preprocessing the dataset, comprehensive 

testing was performed using K-fold cross-validation with a K value of 10 to mitigate over fitting.  The 

dataset was partitioned into ten equal segments, followed by iterative testing to verify , Each component 

functioned as both test and training data.  This process facilitated the derivation of a more reliable 

average performance measure for the model.  This research utilized  Random SearchCV for hyper 

parameter tuning to determine the optimal parameter combination for the XGBoost algorithm, thus 

improving model performance.  The hyper parameters utilized in this study consist of co sample by tree, 

subsample, learning rate, n estimator, and max depth.  

 Tables 2 and 3 demonstrate that the second round achieves the same training and testing accuracy as 

the first round, with the optimal hyper parameter settings being colsample_bytree 0.8, subsample 0.6, 

learning rate 0.1, n_estimators 300, and max_depth 5.  The hyper parameter value is constant.  This 

research will employ the optimal hyperparameter value identified through RandomSearchCV.  

Classification testing will first be conducted using XGBoost, followed by an evaluation with the optimal 

hyperparameter.  The consistent results achieved through multiple rounds of tuning indicate the 

reliability of the chosen hyperparameters.  Subsequently, we will perform XGBoost classification 
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utilising the optimal hyper parameter.  Table 4 presents the results of the XGBoost test, comparing 

outcomes with and without hyper parameter optimization 

    Table 2. Round 1 RandomSearch CV 

 

    

 

 

 

 

 

 

 

     

     

 

 

 

 

 

 

Table 3. Round 2 Random Search CV 

  

    

 

Parameters  Values 

N_estimator [100,200,300] 

Max_dept [3,5,7] 

Colsample_byte [0.6,0.6,1.0] 

Learning_rate [0.1,0.001] 

Subsample [0.6,0.8,1.0] 

Parameters  Values  

N_estimator [300] 

Max_dept [5] 

Colsample_byte [0.8] 

Learning_rate [0.1] 

Subsample [0.6] 

Training 

Accuracy 

0.9446 

Testing Accuracy 0.9084 

Parameters  Values 

N_estimator [300,500,700,1000] 

Max_dept [3,5,7,9] 

Colsample_byte [0.8,1.0] 

Learning_rate [0.1,0.5,0.7] 

Subsample [0.6] 

Parameters  Values 

N_estimator [100] 

Max_dept [5] 

Colsample_byte [0.8] 

Learning_rate [0.1] 
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Table 4. XGBoost Test Results with Hyperparameter and without Hyperparameter 

 

XGBoost (without 

Hyperparameters)  

XGBoost (with Hyperparameters  

 

TE
ST 
NO 

ACC PR
EC 

REC
ALL 

FI- 

SCO
RE 

RO
C 

AR
EA 

AUC
PR 

ACC PR
EC 

REC
ALL 

F1- 

SCO
RE 

RO
C 

AR
EA 

AUC
PR 

1 0.90
18 

0.76
77 

0.7132 0.52
67 

0.92
88 

0.597
3 

0.90
99 

0.78
46 

0.720
2 

0.54
49 

0.93
98 

0.597
6 

2 0.90
98 

0.78
57 

0.743
2 

0.576
4 

0.93
56 

0.631
8 

0.90
95 

0.80
21 

0.733
5 

0.565
4 

0.94
63 

0.631
8 

3 0.91
33 

0.80
17 

0.744
5 

0.58
42 

0.36
6 

0.647
5 

0.91
13 

0.79
01 

0.741
8 

0.58
31 

0.94
88 

0.641
9 

4 0.91
33 

0.80
39 

0.733
7 

0.52
98 

0.93
94 

0.667
5 

0.91
82 

0.82
05 

0.742
6 

0.59
87 

0.95
47 

0.641
7 

5 0.90
11 

0.76
35 

0.7133 0.55
09 

0.93
01 

0.599
4 

0.96
9 

0.78
37 

0.792
4 

0.54
98 

0.93
26 

0.611
1 

6 0.90
44 

0.77
37 

0.729
4 

0.547
6 

0.92
95 

0.592
7 

0.90
99 

0.78
86 

0.737
9 

0.57
02 

0.96
35 

0.622
3 

7 0.90
53 

0.77
77 

0.725
0 

0.547
6 

0.93
56 

0.60
38 

0.90
98 

0.78
94 

0.729
5 

0.559
8 

0.93
26 

0.618
9 

8 0.91
15 

0.80
52 

0.7117 0.55
06 

0.93
08 

0.615
4 

0.90
94 

0.79
47 

0.709
5 

0.53
48 

0.93
01 

0.619
8 

9 0.91
22 

0.78
99 

0.745 0.55
06 

0.94
4 

0.64
89 

0.90
98 

0.79
89 

0.739
0 

0.572
3 

0.94
61 

0.662
1 

10 0.91
22 

0.79
77 

0.742
8 

0.581
2 

0.94
41 

0.644
8 

0.91
22 

0.79
80 

0.742
0 

0.58
08 

0.94
34 

0.661
7 

AV
G 

0.90
88 

0.78
68 

0.731
0 

0.56
6 

0.93
47 

0.626
6 

0.91
03 

0.79
41 

0.732
3 

0.565
8 

0.95
30 

0.632
0 

 

Table 4 displayed indicates that the use of hyper parameters in XGBoost leads to enhanced performance 

across various evaluation metrics. The application of hyperparameters consistently boosts the results 

in each test, and they will continue to be utilized as XGBoost integrates ADASYN in subsequent 

analyses. Before conducting tests with ADASYN, it is necessary to establish the appropriate K value. The 

Subsample [0.6] 

Training 

Accuracy 

0.9446 

Testing Accuracy 0.9084 
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comparison of the two models determined that a K value ranging from 6 to 10 is optimal, with the best 

outcomes observed at a K value of 10. Here are the results from testing the optimal model. 

Table 5. The XGBoost test results with ADASYN use the value K=10 

 XGBoost + ADASYN K=10 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Results of Accuracy (a), Precision (b), Recall (c), F1-Score (d), ROC Area (e), 

and AUCPR from Best Model 

Test 

NO 

ACC Precision Recall F1-
SCORE 

ROC 
AREA 

AUCPR 

1 0.9513 0.9513 0.9514 0.9515 0.9930 0.9937 

2 0.9530 0.9529 0.9531 0.9537 0.9934 0.9942 

3 0.9480 0.9479 0.9481 0.9486 0.9920 0.9928 

4 0.9497 0.9497 0.9499 0.9502 0.9921 0.9932 

5 0.9465 0.9465 0.9466 0.9471 0.9917 0.9928 

6 0.9494 0.9494 0.9495 0.9502 0.9915 0.9927 

7 0.9507 0.9506 0.9508 0.9513 0.9914 0.9922 

8 0.9481 0.9482 0.9484 0.9483 0.9920 0.9932 

9 0.9498 0.9498 0.9499 0.9505 0.9914 0.9926 

10 0.9471 0.9472 0.9474 0.9475 0.9905 0.9919 

Avg 0.9493 0.9493 0.9495 0.9499 0.9919 0.9930 
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Table 5 presents the outcomes from testing XGBoost with ADASYN using a K value of 10, showing 

metrics such as accuracy at 0.9493, precision at 0.9493, recall at 0.9495, F1-Score at 0.9499, ROC Area 

at 0.9919, and AUCPR at 0.9930. Applying XGBoost alongside ADASYN in this research data has 

proven highly effective. The data is visualized according to each evaluation metric to interpret the K 

value test results better. 

Figure 2 shows that searching for the K value in ADASYN increases from K=6 to K=8 but decreases at 

K=9 and increases significantly at K=10. Apart from that, all evaluations show that with parameter 

K=10, ADASYN has the highest evaluation level and can be said to be the best model 

3.2. Discussion 

The problem of class imbalance was much alleviated by using XGBoost in conjunction with ADASYN; 

this is proven by the model's increased sensitivity to the minority class.  The model's prediction accuracy 

and dependability were both enhanced by this integration, which successfully decreased bias towards 

the majority class.  When compared to earlier research, the XGBoost+ADASYN model performs much 

better, particularly when dealing with datasets that have a large disparity between the classes.  A 

common obstacle to financial data analysis, customer data imbalance is the target of this integration.  

The findings of the evaluation show that using ADASYN to balance data classes is beneficial.  Because 

minority classes are frequently disregarded in imbalanced datasets, this technique successfully raises 

the model's sensitivity to them [41]. 

 We compared the XGBoost+ADASYN model's results to those of prior research to determine the 

method's usefulness.  Table 6 displays the results of the comparison between this research and previous 

studies. 

Table 6. Comparative of Studies 

 

 

 

 

 

 

 

The suggested model is much better at accuracy and other evaluation factors, as shown in the 

comparison table.  This shows that our combined approach can handle minority class problems in 

customer data better than other methods.  The above comparisons show that the XGBoost+ADASYN 

mix improves the model's performance, being more accurate and better at dealing with class imbalances 

than other methods.  But the fact that ADASYN depends on carefully tuned parameters shows a flaw in 

the method; it needs a lot of knowledge and careful setup to make the best synthetic data.  To set up this 

system, you need to know a lot about how data is distributed, and it can be hard to do based on the types 

of customer data you have.  Because of these problems, we need to come up with smarter ways to adjust 

the model's parameters so that it can be used more often and more effectively.  The goals of this study 

were met by creating a very accurate model.  This shows that combining XGBoost and ADASYN is a 

good way to fix the class imbalance in customer data, giving more correct insights and better prediction 

performance.  We plan to get around the current problems by using automatic tuning methods and 

trying the model on a wider range of datasets to make sure it can be used in different situations. 

Reference Algorithms Results % 

Krishna et al [41] Deep Neural Network Accuracy 91.15% 

Fitriani et al[42] Random Forest + SMOTE Accuracy 92.61% 

Arifah er al [19] XGBOOST+SMORE Accuracy 91.07 % 

Gupta et al [2] Light GBM Accuracy 91% 

Proposed Method XGBOOST+ ADASYa Accuracy 94.93% 
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4. Conclusion 

Our studies on customer data using the XGBoost algorithm model in conjunction with the ADASYN 

approach have yielded substantial results. The problems caused by extremely unbalanced datasets in 

bank marketing are effectively handled by the suggested hybrid method. The model's performance on 

the UCI Bank Marketing dataset was commendable; it earned an accuracy of 94.93%, recall scores of 

94.95%, and a ROC-AUC of 0.9919. These measures show that it is far better than the old ways, such as 

SMOTE and Random Forest. This achievement confirms the importance of the hybrid model for 

analyzing consumer data and highlights the successful completion of our research goals. Though 

encouraging, there are a number of caveats that need to be ironed out. Though it does a better job of 

representing minority classes, the ADASYN technique still adds the possibility of noise from 

manufactured data. When applied to datasets that have never been seen before, this problem might 

affect how well the model generalizes. Scalability and ease of implementation in varied real-world 

contexts are further challenged by the model's reliance on precisely tuned hyper parameters.  

In the future, we suggest investigating the potential use of AutoML, a state-of-the-art machine-learning 

tool that streamlines and automates model creation. Nevertheless, to guarantee the hybrid model's 

resilience and generalisability, it must be validated across diverse datasets. This research paves the way 

for more flexible and effective machine-learning solutions in financial data processing by tackling these 

problems. Banks may be able to improve client targeting tactics, cut marketing expenses, and make 

data-driven decisions with this innovation. Additional research is needed to limit computational costs 

and prevent over fitting when using AutoML with data balancing approaches such as ADASYN. It is 

recommended that future research 
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