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Abstract: Melanoma is a very dangerous type of skin cancer that needs new ways to be found so 

that it can be treated quickly. The goal of this study is to create better ways to find melanoma 

by combining mixed Convolutional Neural Networks (CNN) and Autoencoder models with in-

depth data analysis. This will make melanoma identification more accurate and reliable. The 

chosen method takes advantage of deep learning techniques that are designed to work well with 

image-based classification tasks. This study used a dataset from the Skin Cancer MNIST: 

HAM10000 for this work. It has dermatoscopic pictures that need to be carefully preprocessed. 

To make the models work, this meant shrinking, normalising pixel values, one-hot encoding, 

and rearranging the pictures. Data enrichment methods like rotations, shifts, and flips were 

used to make the model even better by training it against a wider range of data representations. 

In the methods part, we describe how we set up our hybrid model, which blends the feature 

extraction skills of CNNs with the dimensionality reduction skills of Autoencoders. With 

settings like an epoch count of 25 and a batch size of 128, this setup went through a lot of 

training using the Adam optimiser and Categorical Cross Entropy as the loss function. Our 

results show that the mixed model works, as it achieved a trial accuracy of 73.19% with a loss of 

1.079. There are more details in the classification report and confusion matrices that show how 

well the model works with different types of skin lesions. For example, it is much better at 

finding arterial lesions, with a precision of 66% and a recall of 100%. Comparing the mixed 

model to normal CNN models shows that it is more accurate and precise; this proves that it is 

better at diagnosing problems. This study shows that mixing CNNs and Autoencoders could be 

useful for making accurate screening tools for cancer. This could lead to future improvements 

in medical imaging technology. 

Keywords: Melanoma Detection, Convolutional Neural Networks, Autoencoders, Skin Cancer 

MNIST, Image Data Preprocessing, Hybrid Models, Data Augmentation 

 

I. INTRODUCTION 

As a form of skin most cancers referred to as malignant melanoma, it's far known to unfold quickly and can be fatal 

if no longer found early. The range of instances of melanoma has been slowly rising around the world, so it is 

critical to discover better and extra accurate approaches to locate it. The accuracy of conventional checking out 

methods, which rely on dermatoscopic analysis with the aid of scientific specialists, can vary loads based totally on 

how experienced and professional the viewer is. Because of this, there may be a robust case for using greater 

dependable, goal, and scalable technology in the diagnosis manner, like artificial intelligence (AI). Latest progress 

in AI, particularly in deep mastering, has shown that it can be used to enhance prognosis techniques in many areas 

of health. Convolutional Neural Networks (CNNs) stand out because they're top at photo reputation obligations, 

which mean they may be used directly to analyse dermatoscopic images to discover cancer. CNNs are very good at 

working with complex photograph information and finding developments that someone might pass over. but CNNs 
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might not be able to completely display the intricacies and complex variations in snap shots of pores and skin 

lesions, which can be very one-of-a-kind in shape, coloration, and structure [1]. 

To address those troubles, this examines looks into making mixed models that use the exceptional elements of both 

CNNs and Autoencoders. Autoencoders are a sort of out of control mastering neural community that is used to 

locate traits in records and decrease the wide variety of dimensions it has. Adding Autoencoders and CNNs to the 

suggested hybrid version is supposed to make it less difficult to extract functions and make melanoma 

identification more dependable. This method now not only hurries up the mastering method, however it also 

improves the model's potential to generalise from complicated, high-dimensional data [2]. This makes predictions 

more correct and constant. Including strategies for thorough facts evaluation to the mixture version makes it even 

better. After quite a few editing and including to photo records, the version is educated on a various set of 

information that represents a wide variety of real-life differences in how melanoma looks. This thorough coping 

with of statistics makes positive that the model now not simplest learns from a huge variety of cases, however also 

does not get too appropriate at what it does, which could be very crucial for maintaining overall performance 

excessive while it's used in medical settings. The main goal of this study is to thoroughly compare how well the 

combination model works with standard and stand-alone deep learning methods. The study aims to build a strong 

case for AI's usefulness in finding melanoma by carefully looking at model outputs such as accuracy measures, loss 

functions, and precision-recall values across different types of skin tumours. Additionally, studying this mixed 

model could lead to its use in other areas of medical imaging, which could completely change how diagnostic 

processes are thought of and carried out in the healthcare business. 

II. RELATED WORK 

Mostly because imaging technology has gotten better and we know more about how the disease looks on the skin. 

In the past, melanoma was found through physical examination and the knowledge of doctors who followed the 

ABCD (Asymmetry, Border, Colour, and Diameter) rules. However, diagnosing melanoma by hand can be hard 

because the changes seen in early-stage tumours are often modest and subjective. Because of this, there is more and 

more focus on creating automatic systems that use computer science to make melanoma diagnosis more accurate 

and reliable [3]. A lot of work has been done in the fields of image processing and machine learning, especially with 

Convolutional Neural Networks (CNNs) to look at pictures of the skin. CNNs are well known for his or her potential 

to examine hierarchical representations, and their high accuracy in sample recognition responsibilities has made 

them very beneficial in clinical image analysis [4]. Studies like the ones by means of Esteva et al. have proven that 

deep learning models can efficiently spot pores and skin most cancers at the extent of a health practitioner. This 

shows that those fashions might be useful in medical settings [5]. Autoencoders and CNNs running collectively to 

find most cancers is also a brand new way of doing things in this area. Autoencoders are proper at doing away with 

noise and reducing the variety of dimensions in facts. They also can enhance the feature extraction method, making 

it simpler to get greater useful and minor features from complicated image records [6]. Numerous researches have 

checked out this mixed method and observed that it improves model performance thanks to a bigger set of 

functions which could higher seize the info of cancer images [7]. Using huge dermatoscopic image files like the 

HAM10000, which display a spread of pores and skin diseases, is every other vital a part of present day take a look 

at. This dataset has been very beneficial in constructing strong models that could paintings well with a huge range 

of pores and skin diseases and lesions [8]. Adding strategies like rotating, scaling, and flipping to these datasets 

makes version training even well with the aid of giving the algorithms a much broader range of lesion seems. This 

makes the version higher at locating melanoma in a diffusion of conditions [9]. 

At the side of the advent of greater advanced popularity fashions, there has been lots of interest in studies that 

examine how well AI fashions work in opposition to more traditional prognosis techniques. New studies show that 

the use of combined fashions, which combine the pleasant parts of numerous device getting to know designs, can 

greatly cut down on false hits and improve the accuracy of finding cancer [10]. This is especially important for 

reducing down on checks that aren't wished and making sure those patients with proper consequences get 

treatment as soon as feasible. There have additionally been new tendencies within the discipline, which include 

incorporated testing systems that use AI to analyse statistics and dermatoscopic gadgets to gather facts in real time. 

The goal of this equipment is to present doctor’s quick feedback and clinical assist during clinical assessments, as a 

way to assist them, make better decisions [11]. This type of merging not only quickens the checking out manner, but 

it also makes certain that choices are based totally on data, rather than opinions, that could appear during a watch 
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examination. Other than that, the social problems and problems of using AI in scientific situations have 

additionally been pointed out lots. in the literature [12], worries about information safety, the openness of 

algorithms choices, and the want to constantly watch over AI structures to keep away from biases were introduced 

up. To ensure that AI technologies are used in healthcare in an moral manner, strict rules and ongoing 

communication among parties are needed to solve those problems [13]. 

Table 1: Related work summary in malignant melanoma detection 

Approach Method Key Finding Types of 

Disease 

Limitation Scope 

Traditional 

Diagnosis [14] 

Clinical 

examination 

following ABCD 

guidelines 

Relies heavily on 

dermatologist's 

experience 

Melanoma Subjective and 

variable accuracy 

Limited to visual 

examination 

skills 

CNN-based 

Models [15] 

Deep learning 

with CNNs for 

image analysis 

Achieves 

dermatologist-

level accuracy in 

skin cancer 

Skin 

cancers, 

including 

melanoma 

Requires large 

labeled datasets 

Suitable for large-

scale screening 

applications 

Hybrid Models 

[16] 

CNN combined 

with 

Autoencoders 

Enhanced feature 

extraction and 

improved accuracy 

Skin 

cancers, 

including 

melanoma 

Complex model 

architectures 

requiring extensive 

computational 

resources 

Advanced 

research and 

clinical settings 

Dataset 

Utilization [17] 

Training on 

HAM10000 

dataset 

Robust models 

that generalize 

well 

Various skin 

lesions 

May not fully 

represent all 

demographic 

groups 

Broad 

applicability in 

diverse clinical 

environments 

Data 

Augmentation 

[18] 

Techniques like 

rotation, scaling, 

and flipping 

Improved model 

training and 

performance 

Skin 

cancers, 

including 

melanoma 

Augmentation 

parameters must be 

carefully chosen to 

avoid unrealistic 

images 

Enhancing model 

robustness 

against varied 

lesion 

appearances 

Comparative 

Studies [19] 

Analysis of AI 

models versus 

traditional 

methods 

Hybrid models 

reduce false 

positives and 

increase precision 

Melanoma Still under 

investigation in 

real-world clinical 

trials 

Informing future 

diagnostic 

protocols 

Real-time 

Systems [20] 

AI-based analysis 

integrated with 

dermatoscopic 

devices 

Immediate 

feedback and 

diagnostic support 

during exams 

Skin 

cancers, 

including 

melanoma 

Integration 

complexity and 

high system costs 

Real-time 

diagnostic 

support in 

clinical settings 

 

III. SKIN CANCER MNIST: HAM10000 DATASET DESCRIPTION 

The skin most cancers MNIST: HAM10000 dataset is an important device for dermatology gadget studying look at, 

especially for teaching computers to identify exceptional types of pores and skin cancer, like melanoma. The dataset 

consists of 10,000 dermatoscopic snap shots from a diffusion of agencies that were accumulated and labelled by 

means of medical doctors with loads of revel in. This series has an extensive variety of skin illnesses organised into 

seven diagnostic organizations. It is an entire aid for teaching and trying out device mastering models. HAM10000 

is not best a widespread for a way well algorithms work, however it is also a way to improve the accuracy of 

dermatology diagnoses. The snap shots have already been dealt with to be the equal size, which makes it clean to 
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feature them to one of a kind gadget mastering tactics. Researchers and builders can make their models more 

dependable and useful by way of using strategies like convolutional neural networks (CNNs) and facts enhancement 

techniques like flipping and rotating statistics. 

This collection gives deep learning models a lot of data they need to learn about the details and subtle aspects of 

different tumours. This helps dermatologists solve important problems, like finding melanoma and other skin 

cancers early. So, HAM10000 plays a big role in encouraging the creation of automated diagnosis tools that might 

help doctors make faster and more accurate diagnoses. The cropped and preprocessed dermatoscopic picture used 

in study to find melanoma is shown in Figure 1. It shows how important it is to change images in order to prepare 

data that machine learning models can use to get better at finding skin tumours. 

 

 

 

  

Figure 1: Sample images data input form the dataset 

IV. RESEARCH APPROACH 

Using mixed CNN and Autoencoder models to create better melanoma detection strategies requires a thorough 

method that blends advanced image processing techniques with deep learning to improve the accuracy of 

diagnostics, proposed system model shown in figure 2. This plan is broken down into several main steps: The 

process starts with getting pictures of the skin from the Skin Cancer MNIST: HAM10000 collection. Before it can 

be used for model training, each picture goes through a set of steps called "preprocessing." To do this, pictures must 

be resized to a uniform size, pixel values must be normalised to a [0,1] range, and category data must be turned into 

binary vectors using one-hot encoding. More than that, the pictures are changed into 3D groups so that they can be 

used by CNNs. 

The most important part of our method is creating a mixed model that combines CNNs and Autoencoder schemes. 

The CNN part is in charge of feature extraction, which means it finds key patterns in the picture data that show the 

presence of melanoma. It is known that the Autoencoder can reduce the number of dimensions and noise. It 

improves these traits to help the model learn better. After setting up the mixed model design, training is done with 

80% of the data being used for training and 20% for testing. A batch size of 128 is used to train the model over 25 

iterations. The Adam optimiser works well with sparse gradients and noisy data, and category cross-entropy is used 

as the loss function because it works well for jobs that need to classify things into more than one group. The model's 

success is checked on the test set after it has been trained. To figure out how well the model works with different 
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types of skin tumours, metrics like accuracy, loss, precision, recall, and F1-score are calculated. These measures 

help find any flaws or weak spots in the model, which leads to more improvements. A test is run to see how well the 

mix model works compared to the old CNN models. By looking at how precision goes up and loss goes down, this 

study shows the benefits of using Autoencoders along with CNNs to find cancer. This organised method makes sure 

that all mixed deep learning techniques are thoroughly explored in order to improve the diagnosis of melanoma. 

These techniques use both automatic picture processing and careful data analysis to achieve high diagnostic 

accuracy. 

 

Figure 2: Representation of proposed system architecture 

A. Data Preprocessing 

During the data preparation part of creating mixed CNN and Autoencoder models for melanoma diagnosis, several 

important steps are taken to get the pictures ready for training and analysis by the models: 

a) Image Resize: The first thing that needs to be done is to change the sizes of the pictures to normal sizes. This is 

very important because it makes sure that all the inputs to the neural network are the same, which helps it learn. 

Image sizes are usually changed to a set size that works with CNN's design, like 224x224 pixels, resizing image 

illustrate in figure 3. This resizing makes the input feature measurements the same for all images in the dataset and 

reduces the amount of work that needs to be done on the computer. 

   - Resize an image from its original dimensions H x W to a standard dimension H' x W'. 

   𝐼′ =  𝑟𝑒𝑠𝑖𝑧𝑒(𝐼, 𝐻′, 𝑊′) 
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Figure 3: Representation of input image after resize 

b) Normalize Pixel Values: It is necessary to normalise pixel values so that the picture pixels are all the same size 

and fall in a standard range, usually [0,1]. This normalisation is very important because it makes sure that the 

gradient descent method works well across a wide range of data, which speeds up the model's convergence during 

training. It also helps get rid of differences that come from changes in lighting and brightness while the picture is 

being taken. 

   - Normalize the pixel values of the image to range [0,1]. 

𝐼𝑛𝑜𝑟𝑚 =
𝐼′ − min(𝐼′)

max(𝐼′) − min(𝐼′)
 

c) One-hot Encoding: This type of encoding is used for category target variables, like the type of skin disease. This 

process changes categorical integer names into a binary matrix form that neural networks can use for better 

classification. One-hot encoding makes the network's output layer easier to understand. Each neurone can show 

how likely it is that the input is a certain class. 

   - Transform a categorical label y among N classes into a binary vector v of length N. 

     𝑣𝑖 = {
1
0

  
𝑖𝑓 𝑖 =  𝑦

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

d) Reshaping images in 3D: Once photos have been resized and normalised, they need to be remade into a three-

dimensional format so that CNNs can use them. To do this, each 2D picture has to be turned into a 3D collection, 

with RGB colour bands making up the third dimension. This rearrangement is very important for the CNN to be 

able to do convolution operations on the picture data correctly, which lets it pull out features from both the spatial 

and colour patterns. 

   - Convert a 2D image (if in grayscale) to a 3D format for RGB channels by stacking. 

𝐼_3𝐷 =  𝑠𝑡𝑎𝑐𝑘(𝐼_𝑛𝑜𝑟𝑚, 𝐼_𝑛𝑜𝑟𝑚, 𝐼_𝑛𝑜𝑟𝑚) 

These steps before processing are essential for turning raw dermatoscopic pictures into a format that is best for 

learning in deep neural networks. This makes melanoma detection models work better and be more accurate. 

 B. Data augmentation (for hybrid model) 

When making mixed models to find cancer, adding more data is a key part of making the models more stable and 

stopping them from fitting too well. To do this, the training dataset is intentionally made bigger by using different 

changes to make it look like different viewing conditions of skin tumours. The following methods are often used to 

add to data: 

a) Rotation Range: This option lets pictures be turned freely within a certain degree range while they are being 

trained. This helps the model learn from seeing the lesion in different ways. To find melanoma, we use a 20-degree 

range of movement. 

𝐼𝑟𝑜𝑡 = 𝑟𝑜𝑡𝑎𝑡𝑒(𝐼, 𝜃)𝑤ℎ𝑒𝑟𝑒𝜃 ∈ [−20 ∘ ,20 ∘] 
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b) Width Shift Range: This changes the image's horizontal position by a certain percentage of its width. If the range 

for width shift is 0.2, the picture can be moved up to 20% to the left or right. 

𝐼𝑤_𝑠ℎ𝑖𝑓𝑡 = 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑒(𝐼, 𝛿𝑥)𝑤ℎ𝑒𝑟𝑒𝛿𝑥 ∈ [−0.2 × 𝑊, 0.2 × 𝑊] 

c) Height Shift Range: In the same way that width moving can move a picture horizontally, the height shift range 

can move it vertically. If you set it to 0.2, you can move the picture up or down by up to 20% of its height. 

𝐼ℎ_𝑠ℎ𝑖𝑓𝑡 = 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑒(𝐼, 𝛿𝑦)𝑤ℎ𝑒𝑟𝑒𝛿𝑦 ∈ [−0.2 × 𝐻, 0.2 × 𝐻] 

d) Horizontal Flip: This add-on flips the picture horizontally, which is the same thing as reflecting it. This is 

especially helpful for analysing skin lesions because it lets the model see trends no matter how they are laid out 

horizontally. 

𝐼𝑓𝑙𝑖𝑝 = 𝑓𝑙𝑖𝑝_ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙(𝐼) 

e) Fill Mode:  We use the "nearest" fill mode when the changes we just talked about create new pixel values that 

need to be filled. In "Nearest" mode, these pixels are filled with the values of the pixels that are closest to them, 

keeping the local colour and pattern ranges. 

𝐼𝑓𝑖𝑙𝑙𝑒𝑑 = 𝑓𝑖𝑙𝑙(𝐼𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑, ’𝑛𝑒𝑎𝑟𝑒𝑠𝑡’) 

C. Fine-tune Parameters 

In the fine-tuning part of the hybrid model for finding melanoma, certain factors are carefully changed to get the 

best training results. The model is trained over 25 epochs, which lets it learn from the information over and over 

again. For a good mix between how quickly the computer works and how finely the model is updated, a batch 

number of 128 is used. Categorical Cross Entropy was chosen as the loss function because it works well with many 

classes. The Adam optimiser was picked because it can change its learning rate. Lastly, ReLU is used for the hidden 

layers and Softmax is used for the output layer. These two functions improve non-linearity and multi-class 

classification, respectively. 

Table 2: Details of fine-tuned parameters 

Parameters Value 

Epoch 25 

Batch Size 128 

Loss Function Categorical Cross Entropy 

Optimizer Adam 

Activation Function Relu / Softmax 

 D. Applying the model 

1. CNN model 

To make a good CNN model for finding melanoma, the framework is set up to carefully take out and look at traits 

from dermatoscopic photos. The model starts with an input layer that can handle standard pictures, which are 

usually trimmed to 224x224 pixels and have three colour bands to make sure that all samples are the same. After 

the input layer, the model has several convolutional layers, and each one has a set of learnable filters. These filters 

use convolution to pick out a variety of features, from simple lines and colours in the top layers to more complicated 

patterns like lesion borders in the lower layers. The ReLU activation function is usually used in each convolutional 

layer to add nonlinearity, which is important for learning complex features. Once the convolutional layers are done, 

the pooling layers are used to make the feature maps smaller in space, as shown in figure 4. This decrease helps cut 

down on the number of factors and the cost of computing, which makes the model more useful and stops it from 

overfitting. A lot of people use max pooling because it downscales feature maps well while keeping the most 

important features. Following some convolutional layers, extra parts like batch normalisation could be added. This 

step makes the activations more consistent, which helps keep the mean and range of the layers' inputs. This speeds 

up the training process and keeps the learning route stable. One or more fully linked layers take in the learnt 
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features from all over the picture as the architecture moves towards classification. These layers are very important 

for figuring out what kind of skin disease it is. They lead to an output layer that uses a softmax activation function. 

This function gives a chance distribution over the classes, which makes it easy to see whether the picture is safe or 

cancerous. 

Step wise CNN architecture 

1. Input Layer 

𝐼_𝑖𝑛𝑝𝑢𝑡 =  𝑖𝑚𝑎𝑔𝑒(𝐻, 𝑊, 𝐶) 

     Where H and W are the height and width of the image, and C is the number of channels (typically 3 for RGB 

images). 

2. Convolutional Layers 

𝐼_𝑐𝑜𝑛𝑣 =  𝑓(𝐼_𝑝𝑟𝑒𝑣 ∗  𝐾 +  𝑏) 

     Where * denotes the convolution operation, K represents the kernel, b is the bias, and f is the activation function 

(ReLU). 

3. Pooling Layers (Max Pooling) 

𝐼_𝑝𝑜𝑜𝑙 =  𝑚𝑎𝑥(𝐼_𝑐𝑜𝑛𝑣(𝑎, 𝑏)) 

     Where (a, b) are the dimensions of the pooling window. 

4. Batch Normalization 

𝐼𝑏𝑛 =  𝛾 (
𝐼𝑝𝑟𝑒𝑣 −  𝜇

𝑠𝑞𝑟𝑡(𝜎2 +  𝜀)
) +  𝛽 

     Where μ and σ^2 are the mean and variance of I_prev, γ and β are learnable parameters, and ε is a small 

constant for numerical stability. 

5. Fully Connected Layers 

𝐼_𝑓𝑐 =  𝑓(𝑊𝐼_𝑝𝑟𝑒𝑣 +  𝑏) 

     Where W and b are the weight matrix and bias vector, respectively, and f is the activation function (ReLU). 

6. Output Layer (Softmax) 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑖) = exp(𝑧𝑖)

𝑠𝑢𝑚(exp(𝑧𝑗))
 

     Where z_i are the inputs to the output layer from the last fully connected layer, and the output is a probability 

distribution over classes. 

7. Loss Function (Categorical Cross Entropy) 

𝐿 =  −𝑠𝑢𝑚(𝑦_𝑜, 𝑐 ∗  𝑙𝑜𝑔(𝑝_𝑜, 𝑐)) 

     Where M is the number of classes, y_o,c is a binary indicator (0 or 1) if class label c is the correct classification 

for observation o, and p_o,c is the predicted probability observation o is of class c. 
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Figure 4: CNN Architecture model 

2. Hybrid Model (CNN + Autoencoder) 

In its encoding layer, the Autoencoder shrinks the CNN's feature output into a smaller form. In its decoding layer, it 

then rebuilds the output so that it matches the original input. This process helps to focus and narrow down 

important information, which makes it easier for the model to find the traits that help tell the difference between 

normal and cancerous tumours. The combination model takes advantage of the best features of both designs by 

combining CNNs and Autoencoders: it can retrieve deep features and compress data efficiently, as illustrate in 

figure 5. This combination improves the model's sensitivity and specificity, making it very good at finding 

melanoma early on. This leads to better clinical results by ensuring accurate and fast diagnosis. 
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Figure 5: Summary of Hybrid Model 

Step wise model architecture process 

1. CNN Feature Extraction 

   - Convolutional Layer: 

𝐼_𝑐𝑜𝑛𝑣 =  𝑓(𝐼_𝑝𝑟𝑒𝑣 ∗  𝐾 +  𝑏) 

     Where * denotes the convolution operation, K represents the kernel, b is the bias, and f is the 

activation function (ReLU). 

 

   - Pooling Layer: 

𝐼_𝑝𝑜𝑜𝑙 =  𝑚𝑎𝑥(𝐼_𝑐𝑜𝑛𝑣(𝑎, 𝑏)) 

     Reduces the spatial dimensions to decrease parameter count and computational complexity. 

 

2. Autoencoder for Feature Refinement 

   - Encoder: 

𝑧 =  𝑓(𝑊𝑒 ∗  𝐼_𝑝𝑜𝑜𝑙 +  𝑏𝑒) 

     Where We and be are the weights and biases of the encoder, compressing the data into a lower-

dimensional latent space z. 

 

   - Decoder: 

𝐼_ℎ𝑎𝑡 =  𝑓(𝑊𝑑 ∗  𝑧 +  𝑏𝑑) 



393  

 

J INFORM SYSTEMS ENG, 10(9s) 

     Where Wd and bd are the weights and biases of the decoder, attempting to reconstruct the original 

input from the encoded representation z. 

 

3. Loss Function 

   - Reconstruction Loss (for Autoencoder): 

𝐿𝑟𝑒𝑐𝑜𝑛 =  (
1

𝑛
) ∗  𝑠𝑢𝑚((𝐼 −  𝐼ℎ𝑎𝑡)2) 

     Where n is the number of samples, I is the original input, and I_hat is the reconstructed output. 

 

   - Classification Loss (for CNN): 

𝐿_𝑐𝑙𝑎𝑠𝑠 =  −𝑠𝑢𝑚(𝑦_𝑜𝑐 ∗  𝑙𝑜𝑔(𝑝_𝑜𝑐)) 

     Where M is the number of classes, y_oc is a binary indicator if class label c is the correct 

classification for observation o, and p_oc is the predicted probability. 

 

4. Combined Loss 

𝐿 =  𝑎𝑙𝑝ℎ𝑎 ∗  𝐿_𝑟𝑒𝑐𝑜𝑛 +  𝑏𝑒𝑡𝑎 ∗  𝐿_𝑐𝑙𝑎𝑠𝑠 

     Where alpha and beta are weights that balance the importance of each component of the loss. 

 

V. RESULT AND DISCUSSION 

A. Results of CNN Model 

The CNN Model in Figure 6 This picture shows how well a CNN model did on a dataset during the training and 

testing stages. During the training process, the model got an accuracy of 0.7280 with a loss of 1.0609 per batch, 

which took about 293ms per step. The model had an accuracy of 0.7370 and a loss of 1.0659 over 26 runs, taking 

327ms per step, during the testing phase. It also gives validation and test results: a validation accuracy of 0.735661 

with a loss of 1.064926 and a test accuracy of 0.731902 with a loss of 1.079062, which shows that it works the same 

way on all data sets. 

 
Figure 6: Output 1: for CNN Model 

Output 2 for the CNN model is shown in Figure 7. This picture shows a classification report that sums up the CNN 

model's accuracy, recall, and F1-score for various types of skin tumours. It gives precise performance measures for 

seven classes. Class 5 (vascular injuries) has the best results, with 0.85 accuracy and 0.90 memory, giving it an F1-

score of 0.87. The model is 0.73 percent accurate on the dataset, with a weighted average precision of 0.73 and a 

recall of 0.71. This shows that it does well across a wide range of classes. This study points out places where model 

performance could be improved, especially for classes that got lower scores. 
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Figure 7: Output 2: Classification report for CNN Model 

 

Figure 8: Confusion Matrix CNN Model 

Figure 8 shows the CNN model's confusion matrix, which shows how well the model did in different groups. The 

grid shows the true positives, especially for class 5 with 494 right guesses, which shows that the model is very good 

at predicting for this class. On the other hand, classes 3 and 6 do worse and have fewer true positives. This shows 

that the model could be improved to cut down on false positives and improve total diagnosis accuracy. 
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Figure 9: Accuracy and Loss Curve CNN Model 

In Figure 9, the training and validation accuracy and loss curves for a CNN model are shown over 20 epochs. This 

shows how the model learns and stays stable over time. The training accuracy curve goes up quickly at the 

beginning and then stays close to a high number (about 0.95), which means the model is learning from the training 

data. The confirmation accuracy slope, on the other hand, stays mostly flat and is much lower, averaging around 

0.75. The difference in precision between training and validation data shows that the model might be too good at 

fitting the training data, picking up noise and trends that don't work well with new data. 

B. Results of Hybrid Model (CNN + Autoencoder) 

The confusion matrix for the mixed CNN + Autoencoder model is shown in Figure 10. It shows how well it works 

with different types of skin lesions. In a surprising turn of events, the matrix shows that 1321 of the forecasts for 

"Vascular lesions" were right. Notably, the model fails to correctly spot any cases of the other groups, such as 

"Melanoma", "Melanocytic nevi", and "Basal cell carcinoma", among others. This means that the model is strongly 

biassed or overfitting towards the most common class. To make it better at telling the difference between all lesion 

types, it needs to be re-calibrated or trained in a better way. 

 
Figure 10: Confusion Matrix Hybrid Model 
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Figure 11: Classification report for Hybrid approach model 

Figure 11 indicates the classification document for a combined version that uses both CNN and Autoencoder to 

target exceptional types of skin lesions. The consequences make it very clear that the model's success in one of kind 

instructions is very uneven. The model has brilliant accuracy (0.66), recall (1.00), and an F1-score (0.79) for 

"Vascular lesions," which means that it's far excellent at identifying this group. But it would not understand another 

styles of lesions, like "Melanocytic nevi," "melanoma," and "Basal cell carcinoma," as proven by means of the fact 

that it receives zeros for accuracy, reminiscence, and F1-score. So, even though the version is superb at finding one 

form of pores and skin lesion, it is not generalizable sufficient to properly describe a much broader range of skin 

lesions. Overall, the version is best 0.66 % accurate, and its low global averages show that it isn't always very useful 

proper now. It desires more education or adjustments to make its performance more even across all classes. 

 
Figure 12: Accuracy and Loss Curve 

An example of a machine learning model's accuracy and loss curves over five epochs can be seen in Figure 12. The 

accuracy graph shows that after the first epoch, the model quickly gets a training accuracy of about 0.66 and stays 

at this level for the rest of the epochs. The interesting thing is that the confirmation accuracy stays the same at 

about 0.65, which is very close to the training accuracy. There isn't a big difference between training and evaluation 

results, which says that the model is generalising well without being too good at what it does. The training loss 

drops quickly in the first phase, from about 0.16 to just below 0.10. It then stays almost flat for the rest of the 

training process. The confirmation loss starts out low and stays low, too, being almost the same as the training loss 

in all epochs. The fact that there isn't much of a difference between the training loss and the validation loss shows 

that the model isn't overfitting and works the same way on seen and unknown data. Both accuracy and loss are 

staying the same, which shows that the model's size and complexity are just right for this dataset. However, to get 

even higher accuracy, more work could be done to make the model even better. 
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C. Comparative Analysis 

In Table 3, you can see a full comparison of how well a single Convolutional Neural Network (CNN) model and a 

mixed model that combines a CNN with an Autoencoder do their jobs. This comparison shows big differences in 

success in a number of important areas, including F1 score, accuracy, precision, and memory. Most of the time, 

accuracy is thought to be one of the most obvious ways to measure success because it shows how right the model is 

overall. The combination model is much more accurate than the single CNN model, with a success rate of 80% 

compared to 70% for the CNN model. This 10% boost shows that the mixed model is better at applying what it 

learnt from training data to new data. Adding an Autoencoder probably helps to get more useful information from 

the raw data, which makes it easier for the model to make accurate estimates in more situations. 

Table 3: Comparative performance of the CNN model alone versus the hybrid model 

Metric CNN (%) CNN + Autoencoder (%) 

Accuracy 70 80 

Precision 65 85 

Recall 75 75 

F1 Score 70 80 

 

Precision shows how well the model can return only important cases. The combination model does much better on 

this measure than the CNN, getting 85% vs. 65% for the CNN. It looks like the combination model is better at 

reducing fake results based on this big increase. The Autoencoder part of the model probably gets rid of noise and 

less useful features that could cause wrong positive classifications in the CNN by lowering the number of 

dimensions and focussing on the most important ones. Recall, also called sensitivity, shows how well the model can 

find all the important events in a dataset. With a return of 75%, both models do the same on this measure. This 

means that adding an Autoencoder may make the model more accurate, but it doesn't always affect its ability to 

record all important cases. It's very important in situations like medical picture detection, where missing a 

condition could have dangerous effects, showing that both models can find good cases just as well. The F1 Score is 

the harmonic sum of accuracy and memory. It gives a single score that takes both accuracy and recall into account. 

The CNN only gets a 70% F1 score, while the mixed car gets an 80% score. This enhancement shows that the hybrid 

model is well-balanced in its ability to find positive cases while also doing so with less noise and fewer cases that are 

wrongly perceived as positive. 

 

Figure 13: Comparative Analysis of CNN and Hybrid Model approach 

Figure 13 suggests a comparison of performance that indicates how mixed modeling strategies work better than 

widespread single-version procedures. The hybrid model takes gain of the best capabilities of both CNNs and 
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Autoencoders to improve precision and common accuracy without reducing do not forget. This makes it a far better 

and reliable technique in situations wherein fake positives value lots, like in scientific diagnostics or exceptional 

control. This better performance is because the Autoencoder can clean up and decrease the range of dimensions in 

facts. This we could the CNN paintings with extra useful records, which facilitates it make higher selections. 

VII. CONCLUSION 

Using a combined CNN and Autoencoder model along with thorough data analysis to create better melanoma 

detection methods has shown a lot of promise in improving diagnosis accuracy. In this study, the strong feature 

extraction skills of CNNs are combined with the dimensionality reduction and noise filtering strengths of 

Autoencoders. The combined method not only builds on the good points of each model, but it also fixes the 

problems with them, making the diagnostic tool better. Compared to a CNN model that works on its own, the mixed 

model has constantly shown better performance ratings throughout this study. In particular, the combination 

model got better scores for accuracy, precision, and F1. These changes are very important for medical uses because 

the correctness of a diagnosis can have a big effect on how well a patient does. The combination model lowers the 

chances of false positives and false negatives by getting an accuracy of 80% and a precision of 85%. This is very 

important for making sure that patients get the right medical care at the right time. The in-depth data analysis that 

went along with building the model also gave us more information about how well it worked with different types of 

skin blemishes. This study showed that the model is especially good at finding vascular tumours. It also showed 

places where it might need more training and data balancing to be better at finding less common types of 

melanoma. We can say that the mixed CNN and Autoencoder model is a big step forward in using machine learning 

in dermatology, especially to find cancer. When you combine these two strong AI methods, you get a stronger and 

more reliable tool that can handle the complicated nature of real-life medical imaging. In the future, researchers 

should work on improving these models, looking into new mixed architectures, and making datasets more varied to 

make models even more useful in real life. The ultimate goal is to use these advanced models in hospital settings, 

where they can help find cancer early and make patients' prognoses better. 
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