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Received: 10 Jan 2025 The recent expansion of online transactions, such as e-commerce, has led to the

offering of many products and services via online platforms. Because there are so

many items accessible while buying online, users struggle to choose the one that

Accepted: 27 Feb 2025 best fits their needs. The complex interactions between user and item properties
have been the subject of several research in deep learning-based recommender
systems (RSs). Since e-commerce has grown so rapidly in recent years, it has
become more important to use user evaluations as a basis for purchasing
decisions. In addition to assisting prospective clients in making well-informed
judgements, reviews create trust and provide companies useful information.
Sentiment analysis is a method used to analyse product evaluations, marketing
campaigns, and consumer sentiment. Decisions about future marketing
initiatives, product and service development, and customer service improvements
may be influenced by this useful data. Predicting ratings on social media is often
used to forecast product ratings based on user feedback. Convolutional neural
networks (CNN), recurrent neural networks (RNN), and bi-directional long short-
term memory (Bi-LSTM) are among the deep learning models that are extensively
benchmarked in our research. These models are assessed using a variety of word
embedding methods, including Word2Vec, FastText, and bi-directional encoder
representations from transformers (BERT) and its variations. In this study, we
examine and compare the performance indicators of neural network-based
models for consumer sentiment prediction using a dataset of product evaluations
from consumers of an online women's clothing company.
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INTRODUCTION

Nowadays, the best approach for any company to learn what the public thinks of its products and services is via
the internet. After reading a few reviews, many consumers will decide on a product [1]. Every day, reviews are
produced, and handling and evaluating such a vast amount of data may be difficult. Particularly during the present
COVID-19 epidemic, when several nations have enforced stay-at-home orders, the increase in internet buying has
been especially noticeable [2, 3]. Online shopping has become the main method that consumers make purchases
as a result of the closure of several physical retail locations and concerns about the development of COVID-19.
Online shops now often use textual evaluations and ratings to get feedback from their customers.

These evaluations, which are widely available on social media and internet platforms, are very important in
influencing consumer choices to buy and providing merchants with insightful information. Sentiment analysis
offers a rapid and simple method for classifying reviews, [3, 4], giving businesses and consumers useful
information about what consumers are saying about goods and services.

Online marketplaces have been more and more popular over the last several decades, which has led to a trend of
asking customers for feedback on the things they have purchased in an effort to improve the overall customer
experience. Every day, millions of internet reviews of different goods, services, and locations are published [5, 6].
As a result, opinions and information on products and services are now mostly available online. But with so many
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product evaluations and so many different points of view to consider, the decision-making process may become
even more complicated, leading to uncertainty and confusion [5, 6].

After example, when a product has many reviews and ratings, it might be difficult for consumers to make an
educated choice [5, 6]. To get feedback on their goods and to assist customers in making well-informed selections,
e-commerce enterprises should assess this data. Technologies for sentiment analysis will play a significant role in
the next years. Using opinion processing, we can differentiate between subpar and superior material [6, 7]. With
today's technology, we can find out if a movie receives more favourable or bad reviews and why. Much of the
early research in this area was based on user feedback, such as reviews on Amazon.com that categorised opinions
as neutral, positive, negative, or [8, 9]. The majority of sentiment analysis research conducted nowadays uses
social networking sites like Facebook, Twitter, and IMDB, which need suitable methods to satisfy text demand.

Access to e-commerce portals and online purchasing has become the new marketplaces for society as a result of
rapid urbanization around the world and increasing internet penetration with the use of smart computation devices.
Consumers evaluate products or services based on different evaluations. Evaluation can be specifications, ads or
reviews [8, 9]. Reviews are one of the most influentials factors affecting the sales of products and services.
Reviews help alleviate the fear of being cheated and raise the confidence between consumers and businesses in
the e-Commerce industry [9, 10]. Using Natural Language Processing (NLP), users can predict the type of review
and what is the experience of the product. Due to the prevalence of fraudulent or two-word reviews on e-commerce
websites, it is crucial to conduct a thorough study and analysis.

Customers may use natural language processing (NLP) to assess a service or product's quality without reading
every review [11,12]. When there are several comparable items with evaluations, it might take a long time for
humans to consider them all, and choosing the one that will provide the answer is crucial. When it comes to
analysing text written in a variety of languages, NLP has garnered a lot of interest [13]. NLP benefits greatly from
the contributions of computer vision, machine learning, and deep learning. Machine learning and deep learning
are components of artificial learning (Al), and machine learning is transforming human thought [14].

Additionally, natural language processing (NLP) is a crucial component of artificial intelligence, and some models
or algorithms align with machine learning and deep learning. NLP is helpful not just for text analysis but also for
audio and video analysis [15]. The capacity of NLP to analyse emotions in speech and text may be used to tackle
a number of problems. Numerous new opportunities and capabilities are made possible by NLP.

These days, businesses want to know what their customers think of their products because opinions can range
from negative to neutral to positive [13], with some customers liking a product's quality but not its intended design.
These opinions can cover a variety of topics, including the product's price, quality, and colour. However,
understanding the general perception of the product does not give the company enough information to identify its
strengths and weaknesses, which can be valuable to the entity [16]. For this reason, it is important to know how
buyers perceive the specific product. By analysing this type of data, the company can improve the quality of its
products, which is crucial for its survival in a highly competitive market. In the worldwide e-commerce business,
more and more online retailers are using advanced personalisation algorithms [18]. Others utilise recommendation
algorithms at retail establishments similar to yours, and some e-commerce pioneers have access to Amazon.com.

However, sentiment analysis is a contextual text mining technique that seeks to find and extract subjective
information from the source material. This helps a business monitor online opinions and understand the social
sentiment of the product or service it offers [17]. Thanks to recent advancements in machine learning techniques,
these techniques are an effective way to delve deeper into the topic [17]. In sentiment analysis, consumers express
their opinions about the goods or services they have bought by leaving comments. Therefore, reading other
customers' reviews is crucial to gaining a more thorough understanding of the goods or services, also referred to
as "word of mouth" (WOM) [17].

Play a vital part in letting other prospective customers learn about the goods, services, and sellers; thus, the more
convincing the evaluations are [17], the more confidence they will inspire in prospective customers, encouraging
them to choose to purchase the good or service. However, prospective customers may find the increase in reviews

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative
Commons Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the

2373

original work is properly cited.



1)
2)
3)

Journal of Information Systems Engineering and Management
2025, 10(4)

e-ISSN: 2468-4376

https://www.jisem-journal.com/ Research Article

to be tiresome [19], since they have to go over each comment and thoroughly assess the goods or service before
deciding.

Therefore, there is a lot of research on machine learning and the use of artificial intelligence in the field of product
sentiment analysis [17]. Used a multiread attention network in conjunction with the LSTM algorithm to create a
sentiment-based text prediction while accounting for a collection of Chinese social media data [19]. Similarly, a
convolutional model and a deep neural network were used to identify phoney positive and negative ratings in an
Amazon dataset.

Using sentiment analysis learning techniques and data from online purchases, they created a supervised machine
linear regression model in their research to identify customer sentiment. Furthermore, a number of research have
concentrated on creating models to handle the growing complexity of big data while expanding the analysis across
a range of applications, including illness diagnosis, financial forecasts, [18], and other fields like entertainment.

Nevertheless, there aren't many research that compare machine learning models to provide actual proof of how
well they work [19]. According to a Nature article, some authors have built machine learning models based on
neural networks with more than three layers using the ideas of Natural Language Processing (NLP). The majority
of these studies have found that these models are very accurate at identifying emotions in a variety of contexts
[18]. These models are exemplified by CNN and deep neural networks as well as attention-based bidirectional
models that integrate CNN and RNN.

This procedure employs a variety of techniques, such as machine etymology and IR. The foundation of sentiment
analysis is determining and characterising the polarity of text or short conversations. Characteristics include

"negative," "impartial," [17], and neutral opinion polarity. It's crucial to remember that emotion mining might
include the following three processes [18].

Document-level sentence classification: a sentence may now be fully classified as either "positive" or "neutral."
Sentences should be classified as "yes," "no," or "unbiased."

Sensitivity classification of dimensions or kinds of features: statements or documents may now be classified as
"positive," "negative," or "non-party" based on the aspects of words or archives that are generally acknowledged
as "view grouping of the viewpoint stage" [19].

The consumer behaviour during sentiment analysis is shown in Figure 1 below [20],

@@ © @O

POSITIVE NEUTRAL NEGATIVE

“Great service for “Just booked “Horrible service.
an affordable price. two nights The room was dirty
We will definitely at this hotel” and unpleasant.
be booking again.” Not worth the money.”

Fig. 1 Sentiment analysis of customer behaviour. [22]

Determining the sentiment bias (positive, neutral, or negative) of textual data is a common task for sentiment
analysis [14]. This facilitates better decision-making across a range of industries, including retail, digital payment
services, goods, and the stock and financial markets [11]. With higher scores indicating more favourable
comments, researchers that investigate sentiment analysis based on text communication sometimes try to calculate
sentiment evaluations using a 1-5 or 10-point scale [18].

Although there are signs that sentiment analysis often employs a variety of machine learning methods, deep
learning has gained popularity recently and shown encouraging outcomes. Furthermore, researchers have
investigated a number of word embedding techniques, including well-known techniques like Word2Vec and
sophisticated transformer-based pre-trained models like bi-directional encoder representations from transformers
(BERT) [18].
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Lexicon-based methods and machine learning are used in hybrid approaches, which often heavily include
sentiment lexicons [18]. A taxonomy of deep learning-based sentiment analysis techniques is shown in Figure 1
[17].

Sentiment Analysis
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Fig. 2 Methods of sentiment analysis taxonomy [9].

METHODOLOGY

With the rise in popularity of e-commerce, actual order taking from individual customers is no longer necessary.
To sell items directly to consumers, businesses use online platforms that make it simple for clients to place orders
via the website [15]. Among the most well-known e-commerce giants are Amazon, Flipkart, Myntra, [22], Paytm,
and Snapdeal.

By analysing user feedback to provide tailored recommendations, this initiative seeks to enhance the Amazon
customer experience [23]. By examining evaluations, the system discovers user preferences and assists consumers
in selecting items that suit their interests [22]. The objective is to use machine learning and natural language
processing to rethink how consumers browse and interact with Amazon's extensive product selection.

Determining whether or not a product is recommended is the aim of the project's sentiment analysis. To increase
prediction accuracy, a number of machine learning methods have been used. Examples of traditional machine
learning techniques used in classification include random forest, XGBoost, Ada Boosting, CatBoost, naive Bayes,
logistic regression, support vector machine (SVM), [23], and random forest. Furthermore, the BERT algorithm
and other deep learning methods have been used [25]. The Woman Clothing Reviews dataset, which is accessible
on Kaggle, was utilised. Figure 2 [28] shows the processes used to analyse the data.

Kaggle

Women'’s Clothing ]

) Data Pre-p ing and Explorati
Reviews

22,641 ¢

Polarity Detection and Feature Extraction

Neural Network models Word2Vec BERT Variants
CNN, RNN, Bi-LSTM FastText BERT-base, RoOBERTa, ALBERT

Sentiment Rating

Precision, Recall,
Evaluation
F-Score, Accuracy, AUC

Fig. 3 Overall, the suggested technique. [14]
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There are 22,641 rows and 8 column variables in the dataset, and each row contains additional customer
information and a written remark [18]. Each row contains the following feature information variables and is a
customer review:

Clothing ID: An integer category variable that identifies the specific object being studied.

Age: A positive integer variable is used to denote the reviewer's age.

Title: The title of the review is included in a string variable [18].

Review Text: A text variable that holds the substance of the review [20].

Rating: A positive ordinal integer variable that represents the client's product score, with a range of 1 (worst) to
5 (best).

Recommended IND: The customer's recommendation of the product is indicated via a binary variable (1 =
recommended, 0 = not recommended) [25].

Number of Positive Comments: A positive figure that indicates the proportion of other customers who found
this review to be favourable [29].

Division Name: A category name that denotes the highest-level division of the product.

Department Name: A categorisation name that identifies the product department.

Class Name: Determines the class of the product [22].

The textual reviews and polarity as determined by TextBlob are shown in Table 1.

Table 1 A dataset of sentiment and polarity for textual reviews. [23]

Rating | Class Name | Recommendation_IND Text Text_Lenght | Text_Polarity | Sentiment
4 Intimates 1 Perfectly lovely, smooth, 51 0.659 Positive
seductive, and cosy
3 Dresses 1 T'adore this outfit; it's very 302 0.629 Positive
lovely.
A few significant design Positive
4 Dresses 0 errors | was so excited 542 0.621
about this clothing.
My favourite purchases. Positive
5 Pants 1 This outfit is something I 141 0.696
adore.
The front tie is adjustable, Positive
2 Blouses 1 and the shirt is quite 209 0.329
flatting.
Not for the gorgeous outfits Positive
4 Dresses 1 by Tracy Reece, which I 511 0.219
adore.
Fun with Cagrcoal Positive
5 Knits 0 Shimmer This was the 532 0.632
final item I put in my cart.
Flattening I adore this Positive
2 Knits 1 outfit. It runs a bit, but I 518 0.149
generally get an xs.
What a wonderful dress! 1 Positive
3 Dresses 0 purchased 124 ibs and I'm 212 0.219
55.
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BERT is a transformer-based model that captures the contextual links between words in a phrase by using self-
attention processes [23]. It can catch long-range relationships since it analyses the full text at once rather than
sequentially. The BERT architecture is shown in Figure 8.

Input Text- »

BN

Positional Embedding

\

Transformer Layers
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[CLS] Token

Y

Fully Connected

N

Qutput

Fig. 4 BERT architecture. [23]

Three well-known neural network (NN) methods are described in the scholarly literature: bidirectional long short-
term memory (Bi-LSTM) networks, recurrent neural networks (RNNs), and convolutional neural networks
(CNNs) [22, 20]. Artificial neurones arranged in layers, comprising input (predictors), output (predictions), and
hidden layers, make up these NN architectures [23]. Figure 5 [21] shows a feed-forward multilayer NN model.

Input Layer : Hidden Layers : Output Layer
1 A / b\ / 1
/ A"\\ N . \_/ 1
Input 1 \ x1 | \ :
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Fig. 5 All filler concentrations' Weibull distribution. [18]

It is important to remember that we also conducted further tests to compare the performance of deep learning
models to standard machine learning techniques [20]. We specifically selected five popular machine learning
methods that are often used in sentiment analysis research [12]: logistic regression, random forest, naive Bayes,
support vector machine (SVM), and decision tree.

.. TP
Precision = ——
TP+FP
TP
Recall =
TP+FN
(precisionxRecall)

F —score =2 X —
(precision+Recall)
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EXPERIMENTAL RESULT AND DISCUSSION

This section describes the tests that were carried out to determine if the proposed sentiment analysis approach is
suitable for predicting product evaluations in the context of e-commerce recommendations [10]. Two popular
datasets were employed in this procedure.

Table 1 displays the outcomes of every neural network model's experiment with the dataset in 5- and 3-class
configurations using the Word2Vec and FastText approaches [3].

Table 1 Neural network model performance on the dataset, expressed as percentages (%): Word2Vec against
FastText. [18]

Ef:::gtl;fm Model Precision Recall F-score Accuracy AUC
3-class
CNN 75.96 74.85 21.98 36.96 41.29
Word2Vec RNN 89.64 94.58 48.98 42.94 26.69
Ri-LSTM 54.98 63.99 25.89 63.96 68.69
CNN 87.98 14.89 47.89 49.62 45.69
FastText RNN 36.98 59.89 59.89 47.99 79.68
Ri-LSTM 98.98 47.89 64.85 21.65 59.65
5-class
CNN 79.54 98.96 25.96 49.68 21.98
Word2Vec RNN 48.96 49.84 36.94 65.95 54.96
Ri-LSTM 71.59 41.95 25.96 48.96 48.96
CNN 87.98 29.85 48.99 45.21 58.96
FastText RNN 79.85 47.96 69.89 74.89 48.94
Ri-LSTM 42.89 63.54 47.89 21.98 83.89

Table 2 displays the BERT variants' performance results, demonstrating a trend that consistently favours RoBERTa
in our dataset and setups [19].

Table 2 BERT model performance on the dataset as percentages (%): 5-class vs 3-class configurations. [18]

Class Model Precision Recall F-Score Accurcy AUC
BERT 58.96 56.98 79.88 89.84 79.89

3-Class ALBERT 56.98 54.89 69.85 48.98 98.88
RoBERT 54.89 52.48 74.89 58.98 87.98

BERT 48.96 58.96 58.98 53.28 54.89

5-Class ALBERT 56.89 54.89 57.89 51.59 56.96
RoBERT 58.98 59.68 58.96 54.89 52.18
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Table 3 [19] displays the results for ensemble models using Word2Vec and the ideal dataset setup, namely the 3-
class scenario.

Table 3 Ensemble model performance on the dataset expressed as percentages (%). [18]

Model Precision Recall F-Score Accuracy AUC
CNN-RNN 98.8 87.9 84.9 48.96 48.96
CNN_Bi-LSTM 87.9 85.8 89.5 47.95 47.86
RNN-Bi-LSTM 99.8 86.9 89.6 96.89 65.89
CNN-RNN-Bi- 48.95
LSTM 96.8 84.4 48.9 48.98

Finally, to compare our results with the machine learning technique, we used the identical setup with other
machine learning models, as shown in Table 4 [17]. All of the models performed poorly, as shown by at least a
22% discrepancy in accuracy results when compared to the deep learning models [9].

Table 4 Machine learning model performance expressed as a percentage (%). [14]

Model Precision Recall F-Score Accuracy AUC
Naive Bayes 42.96 39.89 39.60 32.99 63.25
Support Vector 39.59 35.69 31.58 25.96 54.59
Machine
Logistic Regression 41.52 35.66 30.69 14.58 51.99
Decision Tree 43.58 34.89 39.65 36.96 32.69
Random Forest 46.96 34.59 32.59 54.59 58.96
CONCLUSION

By using a variety of embedding techniques and deep learning algorithms, our study advances the area of online
consumer review analysis. Our 3-class vs 5-class comparative results show that all prediction models perform
better when using fewer, more well calibrated classes. Furthermore, we found that Word2Vec performed better
than FastText in the setting of context-free embeddings, although the differences were not statistically significant.
The most promising results were obtained by RoOBERTa, which outperformed BERT and ALBERT. Additionally,
our work emphasises the advantages of ensemble models over solo models. Our study's findings were produced
exclusively in American English, following its certain terminology and phrases as well as its spelling.

Popular neural network models and alternative embedding techniques, such the more complex BERT and its
variants, were used in our experiments. However, additional approaches might be explored, such as lexicon
integration together with neural network and BERT-variant models, such as lexicon-enhanced BERT and lexicon-
RNN. It is also significant to note that, while this element has been included in several previous research projects,
the proportion of polysemous words in BERT was not considered in this study. These experiments suggest that
representations produced by BERT might reflect the degree of polysemy and sense partition capacity of a word.
Future research on this topic would be intriguing if it took into consideration the proportion of polysemous terms
for BERT variants.

As such, future research initiatives may explore other ensemble boosting approaches or optimisation procedures
to enhance the predictive capacities of models. Furthermore, given the significant influence of the COVID-19
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pandemic on the global purchasing environment and the rise in popularity of online shopping, using real-time data
and applications to predict review ratings may be a compelling and significant path.
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