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ARTICLE INFO ABSTRACT

The ionosphere plays a critical role in global communication systems, yet its

complex and dynam-ic nature poses challenges for accurate modeling and

Revised: 20 Dec 2024  prediction. This paper presents the develop-ment of an advanced ionosphere
model using the Long Short-Term Memory (LSTM) method, a specialized type of

Accepted: 29 Dec 2024 recurrent neural network designed for sequence prediction and temporal data
analysis. The proposed model leverages historical ionospheric data to capture
temporal dependen-cies and predict ionospheric parameters with high accuracy.
Comprehensive experiments were conducted using real-world datasets,
demonstrating the model's ability to outperform traditional statistical and
machine learning approaches in terms of predictive performance and robustness.
Key contributions include the implementation of a data preprocessing pipeline to
address noise and anomalies, the optimization of LSTM hyperparameters for
geophysical data, and a compara-tive analysis with existing models. The results
highlight the LSTM method's potential to enhance ionospheric prediction,
offering valuable insights for satellite communication, navigation systems, and
space weather forecasting. This study underscores the viability of deep learning
techniques for advancing ionosphere research and lays the groundwork for future
innovations in space sci-ence applications.
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I. INTRODUCTION

The ionosphere is a vital and dynamic component of Earth’s atmosphere, situated approximately 80 to 1000
kilometers above the surface. This crucial layer plays a key role in supporting life by expanding and contracting
based on the solar energy it absorbs [5].Comprising three primary sub-layers—D, E, and F—it serves as a shield
against harmful ultraviolet radiation from the sun while significantly influencing global communication and
navigation systems. Understanding the ionosphere’s structure is essential for improving the accuracy of
positioning, timing, and sensitive communication technologies. However, variations in ionospheric electron
density pose challenges for radio signals, often causing delays and distortions during their transmission
between satellites and receivers. These fluctuations, driven by the dy-namic ionization process, can lead to
substantial positioning errors, underscoring the need for precise ionospheric modeling and analysis.

A. Total Electron Content

The ionosphere contains a vast number of electrons formed through the process of ionization. This ionization
enables various applications that rely on the presence of these electrons at different times [21] The Total
Electron Content (TEC) refers to the total number of electrons along the path between a radio transmitter and
receiver. These electrons in the ionosphere’s layers significantly influence radio wave propaga-tion. Monitoring
TEC is crucial for ground-to-satellite communication, satellite navi-gation, and understanding potential
impacts of space weather [20] Predicting TEC can help address multiple challenges. Various global methods
for TEC calculation have been developed and tested, such as the Klobuchar model for GPS, the Interna-tional
Reference Ionosphere (IRI) model for ionospheric parameters, the NeQuick model for estimating electron
density, and the NeQuick-G model implemented in the Galileo system for single-frequency users [31].
I=(40.3/f2) * TEC (1)
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Equation (1) gives the I, the Ionospheric delay (m) at frequency f (Hz) and TEC(el/m2) is the total electron
count. This formula highlights the dependency of ionospheric delay on both frequency and electron content
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Fig:1 Slant TEC (STEC) from a satellite to a receiver

B. Electron Density

Developing an ionosphere model necessitates a detailed understanding of electron density, which is influenced
by several factors such as electron and ion temperatures, ionospheric composition, and dynamic behaviors.
These characteristics vary signifi-cantly based on latitude, altitude, longitude, time of day, solar activity cycles,
and geomagnetic conditions. Notably, ionization variations are more pronounced near the equator and at the
polar regions, while mid-latitude areas experience relatively mod-erate changes [22].Various approaches have
been utilized to measure electron densi-ty, including physics-based simulations that rely on numerical methods
to model the complex interactions within ionospheric plasma. These simulations, however, require advanced
computational resources and are often impractical for operational applica-tions due to their high cost.
Alternatively, experimental modeling offers a statistical approach to predict electron density by analyzing
observed relationships between input and output variables, providing a more feasible solution for certain
scenarios [22]

C. Ionosphere Tomography

Tomography of the Ionosphere is the technique which can compute electron density. Tomography is separating
concluded the use of any kind of fundamental wave. The method is used in radiology, archaeology, natural
science [10]. 3D Computed To-mography (CT) is a nondestructive scanning procedure that allows to view and
ex-amine the peripheral and inside associations of an object in 3D space. Ionosphere tomography is a specific
ill posed problem which does not fulfill necessities of well posed problem also which is having smaller number
of observation in the edge of the lower latitudes of Indian region. To measure electron density Total Electron
Count (TEC) function is used which detect amount of free electrons per square meter in the ray pathway of
regional navigation satellite system [3]. As this is an ill posed problem there is no detailed modernization of
ionospheric electron density distribution. Com-puterized Ionospheric tomography concerns with voxels which
is imaging by section. This inverted ionospheric electron density voxels attained deprived of experimental data
efficiently depends on initial value.

II. LSTM

Long Short-Term Memory (LSTM) networks have become a cornerstone in deep learning due to their
exceptional ability to capture long-term dependencies in sequen-tial data. Unlike traditional neural networks,
LSTMs are equipped with memory cells that enable them to retain information over extended periods, making
them particu-larly effective for tasks involving time-series analysis, natural language processing, and speech
recognition. Their ability to mitigate the vanishing gradient problem in-herent in standard Recurrent Neural
Networks (RNNs) allows them to model complex temporal dynamics in data. This unique characteristic has
made LSTMs indispensa-ble in a wide range of applications, including machine translation, sentiment analysis,
and predictive analytics, positioning them as a critical tool for advancing research in fields requiring sequential
data processing.

IIT. RELATED WORK

LSTM-NN model was developed that enhances the prediction of ionospheric param-eters by incorporating
solar and magnetic indices[29]. During storm conditions, the TEC RMSE for the first and second hour is 1.27
and 2.20 TECU, respectively, while during quiet conditions, it is 0.86 and 1.51 TECU.Bi-LSTM model was
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introduced that effectively utilizes both past and future data to improve TEC predictions and captures the
cyclic behavior of TEC[16]. Piecewise LSTM model was proposed, which differs from regular LSTM models by
ensuring that forecast error remains con-stant regardless of the number of forecast hours, with an error of less
than 3 TECU[22]. RNN model was applied for 24-hour TEC forecasting at the Beijing sta-tion, reducing the
RMSE by 0.36 to 0.47 TECU[15]. The EEMD-LSTM model, intro-duced which addresses the dynamic nature
of ionospheric data by overcoming the limitations of traditional methods. This model achieved an RMSE of
0.6904 and an R2 value of 0.9969[39]. LSTM-CNN model, which integrates spatial features, over-coming the
LSTM’s limitation of focusing solely on temporal data[4]. This model outperformed others with an RMSE of
1.5 TECU and an R2 of 0.929.ICEEMDAN-LSTM model was utilized , which applies the ICEEMDAN
decomposition to expand time-series data into multi-dimensional space and preserves long-term data infor-
mation using LSTM, achieving an RMSE of 0.40 MHz and an R2 of 0.98 across four stations in 2014[11].
Finally, Seq2Seq-LSTM-Attention model presented, which fo-cuses on the significance of different parts of the
sequence to improve prediction accuracy, outperforming LSTM, Bi-LSTM, and Seq2Seq-CNN-Attention
models.

IV. CHALLENGES AND OPPORTUNITIES

In recent decades, the development of ionosphere models has gained significant at-tention due to the critical
importance of reconstructing ionospheric electron density for applications in navigation, positioning, and
radio communication systems. While datasets from various locations have been utilized to model electron
density, the problem remains complex and under-constrained, necessitating further research and the
exploration of innovative methodologies. Historically, the calculation of Total Electron Content (TEC) has
relied heavily on ionosondes, which measure ionospheric reflections at different wavelengths to monitor the
lower ionospheric layers. Despite these advancements, more precise and comprehensive techniques are
required to address the challenges posed by this intricate problem

A.Dataset

Various datasets have been employed in developing diverse models, including the U.S.-based GPS, which
serves as the backbone for global navigation satellite systems (GNSS) and provides worldwide coverage. In
addition to GPS, other satellite systems such as GLONASS (Russia), Galileo (European Union), BeiDou
(China), and QZSS (Japan) have been established to deliver both global and regional navigation capabili-ties.
For the Indian region, GPS satellites have been used extensively under all climat-ic conditions. To enhance
accuracy, the Indian Space Research Organization (ISRO), in collaboration with the Airports Authority of India
(AAI), has developed the 'GPS Aided GEO Augmented Navigation' (GAGAN) system. India also possesses its
own independent satellite navigation system, the Indian Regional Navigation Satellite System (IRNSS),
designed to provide position, velocity, and timing services across the Indian region. This system offers two
types of services: the Standard Positioning Ser-vice (SPS) for civilian applications and the Restricted Service
(RS) for strategic use. Beyond navigation, signals from these systems are utilized for various other applica-
tions, depending on the quality and nature of the data they provide[14].

V. EXISTING MODEL PROBLEM SURVEY

According to various studies, numerous ionospheric models have been developed to predict total electron
density with both spatial and temporal objectives. However, these models predominantly rely on GPS satellite
data and are often designed for specific time durations. The ionosphere exhibits a range of atmospheric
attributes that directly or indirectly influence electron density, yet many existing models ac-count for only a
limited set of parameters. Variations in the path and speed of radio waves traveling through the ionosphere
significantly impact the accuracy of satellite navigation systems such as GPS and GNSS. Fluctuations in the
ionospheric Total Electron Content (TEC) can introduce substantial errors in position calculations. Therefore,
there is a critical need to develop ionospheric models tailored to the lati-tudes of the Indian region, considering
varying time frames, to improve the prediction of electron density.

VI. PROPOSED WORK

The development of an ionosphere model using Long Short-Term Memory (LSTM) networks involves the
following steps to accurately predict ionospheric behavior over time: First step is Data Collection and
Preprocessing: Collect ionospheric data, includ-ing parameters such as Total Electron Content (TEC), solar
activity, and geomagnetic indices, over a specific time period. Perform data cleaning to remove any missing
values or outliers. Normalize the data using techniques like Min-Max scaling to en-sure all input features are
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on the same scale, improving the efficiency and accuracy of the LSTM model. Next step is Feature Selection:
Identify the relevant features that influence ionospheric variations, such as solar flux, geomagnetic
disturbances, and temporal variables like time of day and seasonality.Perform feature engineering, if
necessary, to create new features that can help improve model performance (e.g., rolling averages or lag
features to capture temporal dependencies).

The dataset is split into training (70%), validation (15%), and test (15%) sets, ensuring chronological order to
prevent data leakage. A multi-layer LSTM network is designed, with LSTM layers followed by dense layers for
output prediction, and dropout layers to prevent overfitting. The model is trained using Mean Squared Error
(MSE) as the loss function and the Adam optimizer, with performance monitored on the validation set to tune
hyperparameters like learning rate and batch size. After training, the mod-el is evaluated on the test set using
metrics like RMSE and R-squared, followed by error analysis to refine predictions. Model refinement may
involve adjusting hyperpa-rameters, enhancing features, or exploring advanced techniques like bidirectional
or stacked LSTMs. Once optimized, the model is deployed for real-time ionospheric forecasting or research,
with continuous updates as new data becomes available. This approach leverages LSTM capabilities to model
temporal dependencies in ionospher-ic data, improving prediction accuracy and understanding of ionospheric
conditions.
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VII. RESULTS

The development of ionosphere models using Long Short-Term Memory (LSTM) networks has shown
significant potential in enhancing the accuracy of ionospheric predictions. LSTMs, with their ability to capture
long-term dependencies in sequential data, offer a powerful tool for modeling the complex temporal dynamics
of iono-spheric parameters, such as Total Electron Content (TEC) and electron density. By training LSTM
models on large datasets from GNSS receivers and satellite measure-ments, these models are capable of
delivering more precise predictions compared to traditional methods. The ability of LSTMs to handle
nonlinearities and the intricacies of ionospheric behavior leads to better forecasting of ionospheric conditions,
which is crucial for applications such as navigation, communication, and weather forecasting. Furthermore,
incorporating advanced LSTM architectures, such as stacked or bidirec-tional layers, can further improve
performance by capturing even more complex relationships within the data. These advancements pave the way
for more reliable and accurate ionospheric models, contributing to enhanced understanding and prac-tical
applications in the field. Total mean square error on sample dataset for 3 hours is 10.12 which is significantly
lower than other models like regression and basic AI models where MSE is 30.98 for the same dataset.

In [4]: TEC.infa()
1e17
<class 'pandas.core.frame.DataFrame’>
RangeIndex: 1198 entriss, @ to 1197
Data columns (total 8 columns):

#  Column Hon-Null Count Dtype
@ TOWC (s) 1198 non-null  ints4 3
1 Hour 1138 non-null  int&4
2 Minute 1128 non-null  inté4 5 méz
3 Seconds 1128 non-null  intéd @31
4 UTC TIME 1198 non-null  object e
5 IST Time 1128 non-null  object %%S
& Iono Delay-2 (m) 1198 non-null  floated 2
7 Correct TEC 1198 non-null  inté4 égi
520

dtypes: floatéd(l), ints4(5), object(2)
memory usage: 75.8+ KB 15 20 25 a0 35
Correct TEC 1e17

Fig:3 Dataset overview Fig:4 Time vs TEC
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VIII. CONCLUSION

Despite the development and widespread use of various methods over the years, a key challenge remains that
the problem is still ill-posed and ill-conditioned. In iono-spheric models, achieving the right balance between
resolution and accuracy is essen-tial. The size of the model parameters should be carefully selected based on
the dis-tribution of GNSS receivers and the correspondi ng rays they detect. The Total Elec-tron Content (TEC)
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of the ionosphere plays a vital role in understanding its structure, as well as ensuring precise alignment,
navigation, and electromagnetic wave propaga-tion. A modified LSTM model has demonstrated the ability to
produce more accu-rate and reliable results for the Indian region, using a sample dataset spanning three hours.
This advancement has the potential to significantly improve research in iono-spheric electron density
applications, including weather prediction and navigation systems for the Indian region.

REFERENCES

[1] S. Asaly, L.-A. Gottlieb, N. Inbar, and Y. Reuveni, "Using Support Vector Machine (SVM) with GPS
TIonospheric TEC Estimations to Potentially Predict Earthquake Events," Remote Sens., vol. 14, p. 2822,
2022.

[2] J. R. Austen, S. Franke, and C. H. Liu, "Ionospheric imaging using computerized tomography," Radio
Science, vol. 23, no. 3, pp. 209—307, 1988, doi: 10.1029/rs023i003p00299.

[3] C.Bi, P. Ren, T. Yin, Y. Zhang, B. Li, and Z. Xiang, "An Informer Architecture-Based Ionospheric foF2
Model in the Middle Latitude Region," IEEE Geosci. Remote Sens. Lett., vol. 19, p. 1005305, 2022.

[4] D. Bilitza et al., "The International Reference Ionosphere Model: A Review and Description of an
Ionospheric Benchmark," Rev. Geophys., vol. 60, p. €2022RG000792, 2022.

[5] G.S. Bust, "Ionospheric Data Assimilation Three-Dimensional (IDA3D): A global, multisensor, electron
density specification algorithm," J. Geophys. Res., vol. 109, A11, 2004, doi: 10.1029/2003ja010234.

[6] C.Constable, "Earth’s Electromagnetic Environment," Surv. Geophys., vol. 37, no. 1, pp. 27—45, 2015, doi:
10.1007/s10712-015-9351-1.

[7] V.S. Gowtam, S. T. Ram, B. Reinisch, and A. Prajapati, "A New Artificial Neural Network-Based Global
Three-Dimensional Ionospheric Model (ANNIM-3D) Using Long-Term Ionospheric Observations:
Preliminary Results," J. Geophys. Res. Space Phys., vol. 124, no. 6, pp. 4639—4657, 2019, doi:
10.1029/2019ja026540.

[8] C. Hu, B. Zhang, X. Dong, and F. Liu, "Accurate Modeling and Analysis of Temporal-Spatial Variant
Ionospheric Influences on Geosynchronous SAR Tomography,” Proc. IGARSS, 2019, doi:
10.1109/IGARSS.2019.8900626.

[o0] I L. Mallika et al., "Implementation of Hybrid Ionospheric TEC Forecasting Algorithm Using PCA-NN
Method," IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens., vol. 12, no. 1, pp. 371—381, 2019, doi:
10.1109/JSTARS.2018.2877445.

[10] K. Kumar and B. Lahari G., "Application of Singular Spectrum Analysis Using Artificial Neural Networks
in TEC Predictions for Ionospheric Space Weather," IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens., vol.
12, no. 12, pp. 5101-5107, 2019, doi: 10.1109/JSTARS.2019.2956968.

[11] W. Li, Changyong Hé, A. Hu, D. Zhao, Y. Shen, and K. Zhang, “A new method for improving the
performance of an ionospheric model developed by multi-instrument measurements based on artificial
neural network,” Advances in Space Research, vol. 67, no. 1, pp. 20-34, Jan. 2021, doi:
https://doi.org/10.1016/j.asr.2020.07.032.

[12] H. Liu et al., “Development and Validation of the Whole Atmosphere Community Climate Model With
Thermosphere and Ionosphere Extension (WACCM-X 2.0),” Journal of Advances in Modeling Earth
Systems, vol. 10, no. 2, pp. 381—402, Feb. 2018, doi: https://doi.org/10.1002/2017ms001232.

[13] D. Marchetti et al., “Clues of Lithosphere, Atmosphere and Ionosphere Variations Possibly Related to the
Preparation of La Palma 19 September 2021 Volcano Eruption,” Remote Sensing, vol. 14, no. 19, pp. 5001—
5001, Oct. 2022, doi: https://doi.org/10.3390/rs14195001.

[14] R. Mukesh, V. Karthikeyan, P. Soma, and P. Sindhu, “Analysis of signal strength, satellite visibility,
position accuracy and ionospheric TEC estimation of IRNSS,” Astrophysics and Space Science, vol. 364,
no. 11, Nov. 2019, doi: https://doi.org/10.1007/s10509-019-3676-z.

[15] S.Nandi and B. Bandyopadhyay, “Study of low-latitude ionosphere over Indian region using simultaneous
algebraic reconstruction technique,” Advances in Space Research, vol. 55, no. 2, pp. 545-553, Jan. 2015,
doi: https://doi.org/10.1016/j.asr.2014.10.018.

[16] B. Pongracic, F. Wu, L. Fathollahi, and D. Br¢ié¢, “Midlatitude Klobuchar correction model based on the
k-means clustering of ionospheric daily variations,” GPS Solutions, vol. 23, no. 3, Jun. 2019, doi:
https://doi.org/10.1007/s10291-019-0871-X.

[17] T. V. Rao, M. Sridhar, D. V. Ratnam, P. Babu, and I. Srivani, “A Bidirectional Long Short-Term Memory-
Based Ionospheric foF2 and hmF2 Models for a Single Station in the Low Latitude Region,” IEEE
Geoscience and Remote Sensing Letters, vol. 19, pp. 1-5, Jan. 2021, doi:
https://doi.org/10.1109/1grs.2020.3045702.

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 2416
Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.


https://doi.org/10.1016/j.asr.2020.07.032
https://doi.org/10.1002/2017ms001232
https://doi.org/10.1016/j.asr.2014.10.018
https://doi.org/10.1007/s10291-019-0871-x
https://doi.org/10.1109/lgrs.2020.3045702

Journal of Information Systems Engineering and Management
2024, 9(4s)

e-ISSN: 2468-4376

https://www.jisem-journal.com/ Research Article

[18] Mir and Behzad Voosoghi, “Regional ionosphere modeling using spherical cap harmonics and empirical
orthogonal functions over Iran,” Acta Geodaetica et Geophysica, vol. 52, no. 1, pp. 19—33, Feb. 2016, doi:
https://doi.org/10.1007/s40328-016-0162-8.

[19] X. Ren, B. Zhao, Z. Ren, Y. Wang, and B. Xiong, “Deep Learning-Based Prediction of Global Ionospheric
TEC During Storm Periods: Mixed CNN-BiLSTM Method,” Space Weather, vol. 22, no. 7, Jul. 2024, doi:
https://doi.org/10.1029/2024sw003877.

[20] Shinji Hirooka, K. Hattori, Masahide Nishihashi, S. Kon, and T. Takeda, “Development of Ionospheric
Tomography using Neural Network and its Application to the 2007 Southern Sumatra Earthquake,” IEEJ
Transactions on Fundamentals and Materials, vol. 131, no. 9, pp. 691-697, Jan. 2011, doi:
https://doi.org/10.1541/ieejfms.131.691.

[21] A. Smirnov et al., “A novel neural network model of Earth’s topside ionosphere,” Scientific Reports, vol.
13, no. 1, p. 1303, Jan. 2023, doi: https://doi.org/10.1038/s41598-023-28034-z.

[22] R. Song, X. Zhang, C. Zhou, J. Liu, and J. He, “Predicting TEC in China based on the neural networks
optimized by genetic algorithm,” Advances in Space Research, vol. 62, no. 4, pp. 745—759, Aug. 2018, doi:
https://doi.org/10.1016/j.asr.2018.03.043.

[23] J. Tang, M. Ding, D. Yang, C. Fan, N. Khonsari, and W. Mao, “Different data-driven prediction of global
ionospheric TEC using deep learning methods,” International Journal of Applied Earth Observation and
Geoinformation, vol. 130, p. 103889, Jun. 2024, doi: https://doi.org/10.1016/j.jag.2024.103889.

[24] C. Tao et al., “Numerical forecast of the upper atmosphere and ionosphere using GAIA,” Earth, planets
and space, vol. 72, no. 1, Nov. 2020, doi: https://doi.org/10.1186/s40623-020-01307-X.

[25] P. Tian, B. Yu, H. Ye, X. Xue, J. Wu, and T. Chen, “Estimation Model of Global Ionospheric Irregularities:
An Artificial Intelligence Approach,” Space Weather, vol. 20, no. 9, Sep. 2022, doi:
https://doi.org/10.1029/2022sw003160.

[26] J. C. Uwamahoro, N. M. Giday, J. B. Habarulema, Z. T. Katamzi-Joseph, and Gopi Krishna Seemala,
“Reconstruction of Storm-Time Total Electron Content Using Ionospheric Tomography and Artificial
Neural Networks: A Comparative Study Over the African Region,” Radio Science, vol. 53, no. 11, pp. 1328—
1345, Oct. 2018, doi: https://doi.org/10.1029/2017rs006499.

[27] S. Wang, S. Huang, Shuai Lii, and B. Yan, “3-D Ionospheric Tomography Using Model Function in the
Modified L-Curve Method,” IEEE Transactions on Geoscience and Remote Sensing, vol. 57, no. 6, pp.
3135—3147, Jun. 2019, doi: https://doi.org/10.1109/tgrs.2018.2881124.

[28] C. Wang, S. Xia, L. Fan, C. Shi, and G. Jing, “Ionospheric climate index as a driving parameter for the
NeQuick model,” Advances in Space Research, vol. 71, no. 1, pp. 216—227, Aug. 2022, doi:
https://doi.org/10.1016/j.asr.2022.08.069.

[29] Z. Wen, S. Li, L. Li, B. Wu, and J. Fu, “Ionospheric TEC prediction using Long Short-Term Memory deep
learning network,” Astrophysics and Space Science, vol. 366, no. 1, Jan. 2021, doi:
https://doi.org/10.1007/s10509-020-03907-1.

[30] Z. Wen, S. Li, L. Li, B. Wu, and J. Fu, “Ionospheric TEC prediction using Long Short-Term Memory deep
learning network,” Astrophysics and Space Science, vol. 366, no. 1, Jan. 2021, doi:
https://doi.org/10.1007/s10509-020-03907-1.

[31] X.F, T. Maruyama, G. Ma, and T. Takeda, “Three-dimensional ionospheric tomography using observation
data of GPS ground receivers and ionosonde by neural network,” Journal of Geophysical Research, vol.
110, no. A5, Jan. 2005, doi: https://doi.org/10.1029/2004ja010797.

[32] Y. Yao, Jun Tanida, P. Chen, S. Zhang, and J. Chen, “An Improved Iterative Algorithm for 3-D Ionospheric
Tomography Reconstruction,” IEEE Transactions on Geoscience and Remote Sensing, vol. 52, no. 8, pp.
4696—4706, Aug. 2014, doi: https://doi.org/10.1109/tgrs.2013.2283736.

[33] Y. Yao, J. Kong, and J. Tang, “A New Ionosphere Tomography Algorithm With Two-Grid Virtual
Observations Constraints and Three-Dimensional Velocity Profile,” IEEE Transactions on Geoscience and
Remote Sensing, vol. 53, no. 5, pp- 2373-2383, May 2015, doi:
https://doi.org/10.1109/tgrs.2014.2359762.

[34] Y. Yuan and J. Ou, “A generalized trigonometric series function model for determining ionospheric
delay*,” Progress in Natural Science Materials International, vol. 14, no. 11, pp. 1010—1014, Nov. 2004,
doi: https://doi.org/10.1080/10020070412331344711.

[35] Y. Yuan, C. C. Tscherning, P. Knudsen, G. Xu, and J. Ou, “The ionospheric eclipse factor method (IEFM)
and its application to determining the ionospheric delay for GPS,” Journal of Geodesy, vol. 82, no. 1, pp.
1-8, Apr. 2007, doi: https://doi.org/10.1007/s00190-007-0152-2.

[36] C. Zhou, L. Yang, X. Su, and B. Li, “Neural network-based ionospheric modeling and predicting—To
enhance high accuracy GNSS positioning and navigation,” Advances in Space Research, vol. 70, no. 10,
pp. 2878-2893, Jul. 2022, doi: https://doi.org/10.1016/j.asr.2022.07.050.

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 2417
Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.


https://doi.org/10.1007/s40328-016-0162-8
https://doi.org/10.1029/2024sw003877
https://doi.org/10.1541/ieejfms.131.691
https://doi.org/10.1038/s41598-023-28034-z
https://doi.org/10.1016/j.asr.2018.03.043
https://doi.org/10.1016/j.jag.2024.103889
https://doi.org/10.1186/s40623-020-01307-x
https://doi.org/10.1029/2022sw003160
https://doi.org/10.1029/2017rs006499
https://doi.org/10.1109/tgrs.2018.2881124
https://doi.org/10.1016/j.asr.2022.08.069
https://doi.org/10.1007/s10509-020-03907-1
https://doi.org/10.1007/s10509-020-03907-1
https://doi.org/10.1029/2004ja010797
https://doi.org/10.1109/tgrs.2013.2283736
https://doi.org/10.1109/tgrs.2014.2359762
https://doi.org/10.1080/10020070412331344711
https://doi.org/10.1007/s00190-007-0152-2
https://doi.org/10.1016/j.asr.2022.07.050

Journal of Information Systems Engineering and Management
2024, 9(4s)

e-ISSN: 2468-4376

https://www.jisem-journal.com/ Research Article

[37] Nimmakayala, S.K. and Vemuri, B.S.S.1.D. 2023. Analysis of Ionospheric Scintillations using GPS and
NavIC Combined Constellation. Engineering, Technology & Applied Science Research. 13, 3 (Jun. 2023),
10936—10940. DOIL:https://doi.org/10.48084/etasr.5863.

[38] Duong, N.-H., Nguyen, M.-T., Nguyen, T.-H. and Tran, T.-P. 2023. Application of Seasonal Trend
Decomposition using Loess and Long Short-Term Memory in Peak Load Forecasting Model in Tien Giang.
Engineering, Technology & Applied Science Research. 13, 5 (Oct. 2023), 11628-11634.
DOTI:https://doi.org/10.48084/etasr.6181.

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 2418
Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.



