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ARTICLE INFO ABSTRACT

Conversational Artificial Intelligence (AI) is revolutionizing customer interaction and service
delivery in online commerce by addressing the limitations of traditional support systems,
such as slow response times and lack of personalization. Leveraging Natural Language
Accepted: 30 Nov 2024 Processing (NLP) and machine learning, Al-driven chatbots provide 24/7 assistance,
personalized engagement, and seamless user experiences, significantly enhancing customer
satisfaction and operational efficiency. These advancements also highlight the growing need
for AI systems to interpret and respond to complex emotional cues, fostering deeper
consumer trust and brand loyalty. With advancements in AI technology, combining
generative Al, sentiment analysis, and adaptive learning models will further enhance chatbot
capabilities, ensuring more human-like and context-based interactions. Yet, ethical
implementation is still of paramount importance, demanding transparency, data privacy
measures, and bias prevention to enable responsible Al adoption. This paper discusses
different chatbot frameworks, business uses, and industry-specific applications, discussing
their advantages, challenges, and future prospects. In addition, it sets out a blueprint for
optimizing AI-powered customer service, aligning automation with human judgment to build
a wiser, more compassionate, and more effective digital commerce environment.
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INTRODUCTION

With the advent of the digital age, handling large numbers of customer interactions using conventional human
agents is a daunting task, posing issues such as rising operational expense, restricted scalability, and unreliable
customer experiences [1]. Such issues tend to result in extended response times and overall user dissatisfaction,
as conventional systems fail to keep up with the pressure of delivering round-the-clock service [2]. As e-
commerce further develops from simple web-based shopping to advanced platforms supporting millions of
customers, there is an urgent need for stronger customer engagement strategies that can provide guaranteed
availability and simplify interactions [1].

To overcome these constraints, companies are increasingly embracing conversational artificial intelligence (AI),
which utilizes sophisticated technologies like natural language processing (NLP) and machine learning [3].
These technologies enable chatbots to mimic human conversations, efficiently dealing with a broad spectrum of
questions and delivering immediate, precise answers. Initial chatbots were largely rule-based, performing pre-
defined tasks like responding to FAQs. But the Web 2.0 and Web 3.0 technology boom has opened the way for
more sophisticated conversational agents that can deal with intricate conversations in real-time.

Studies show that chat AT can significantly improve customer interactions by providing individually customized
support responding to specific user requirements [4]. Using emotionally intelligent reactions, such agents are
able to understand and respond to user feelings, thus delivering a more humane interaction and satisfaction.
Therefore, conversational Al has the potential to not only maximize customer service but also transform how
companies engage with their customers, and hence it is an essential topic of discussion in modern service
management [5].
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The growing adoption of Al-powered chatbots offers an opportunity to overcome these limitations. By
leveraging generative Al, chatbots can provide instant, accurate responses, reduce costs, and enhance user
experience through personalized support. This project aims to address existing service management issues by
developing an intelligent chatbot that optimizes customer support, improves efficiency, and ensures round-the-
clock availability, thereby transforming customer experience.

Digital commerce, commonly known as e-commerce, refers to the buying and selling of goods and services
through digital platforms, utilizing the internet and various technologies to conduct transactions. Over the years,
digital commerce has evolved from basic online shopping experiences to complex platforms that support
millions of users and offer a wide range of services. This evolution has significantly impacted industries like
retail, banking, insurance, and logistics, creating a demand for more sophisticated customer engagement and
support solutions [7][9].

As digital commerce grew, so did the need for efficient, scalable, and consistent customer service systems.
Initially, human agents were responsible for managing these interactions, which led to several challenges,
including high operational costs, delayed response times, and limited availability [8][10]. To address these
limitations, businesses began adopting chatbots—computer programs designed to simulate human
conversations. Early chatbots were basic, rule-based systems that could handle predefined tasks, such as
answering simple FAQs or guiding users through basic processes. How-ever, as digital commerce expanded, the
need for more advanced and intuitive customer service solutions became evident [11].

Through this paper, we seek to illuminate the advantages, hurdles, and prospects of deploying conversational
Al in digital commerce, with a focus on its potential to transform user experiences across various sectors like
retail, banking, hospitality, and insurance.

LITERATURE REVIEW:

J. Malani et al. [1] propose an all-inclusive system that improves e-commerce user experiences using voice-
based searching and image recognition technologies. The new system utilizes a recommendation engine that
can aid in image-based product searching by using advanced methods like color and feature extraction to
recognize products efficiently. Through the use of algorithms such as K-Nearest Neighbors (KNN), ResNet-50,
and Optical Character Recognition (OCR), the system is able to process user queries effectively. The results show
that the suggested system greatly enhances product recommendations from user inputs, either voice or image
search, thus making customer navigation easier and increasing user interaction. Yet, the research identifies
significant limitations, such as inadequate testing of voice recognition abilities with varied accents and
languages and a lack of contextual awareness within the recommendation system, indicating essential areas for
improvement.

S. Kusal et al. [2] discusses the evolution and status of conversational agents. They discuss various technologies
underpinning these agents, which include natural language processing (NLP), machine learning, and deep
learning techniques. The review highlights the use of emotional and sentimental comprehension, which is
increasingly playing a significant role in optimizing user experience. The paper addresses algorithms like
Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM)
models, and newer architectures like GPT, BERT, and RoBERTa. Findings show that conversational agents have
significantly improved in interacting with users, especially because of the development in deep learning
methods. The study, however, points out loopholes in the agents' capacity to recognize implicit emotions,
sarcasm, and mixed emotional reactions. The drawbacks are limitations in being able to maintain prolonged
conversations and difficulty in dealing with vague or multifaceted questions, which hurts the overall
effectiveness of these agents.

V. Hassija et al [3] as per the paper explores the architecture, training methods, and different challenges of large
language models (LLMs), specifically ChatGPT. They touch on crucial areas like bias, ethics, and multimodal
ability being critical in improving user interaction. The researchers discuss deep learning methods and
transformer models that facilitate these improvements. The findings emphasize the revolutionary effect that
LLMs have on natural language processing technologies, such as machine translation and dialogue systems.
Although the findings are encouraging, they indicate research deficits in effectively addressing bias, enhancing
explainability, and producing responses in uncertain or delicate contexts. The identified limitations encompass
dependence on training data quality and scaling model design without compromising on ethics of AI practices.

S. Singh et al [4] reviews the performance of RASA and Dialogflow chatbot platforms specifically in the
academic field. Using the DIET classifier and BERT and RoBERTa with RASA and developing bespoke data sets
to provide efficiency measures, the study brings forth findings on how RASA performs better compared to
Dialogflow in flexibility as well as tailoring, such as in various intents and entities. While Dialogflow is lauded
for being more user-friendly and quicker to deploy for small-scale applications, the study identifies research
gaps, notably the absence of evaluation in multilingual environments, which could extend the generalizability



2486 J INFORM SYSTEMS ENG, 9(4s)

of the findings. Drawbacks of the study are that it primarily focuses on educational questions and does not test
enough on scalability and performance in real-time, large-scale applications.

A. G et al. [5] as per the paper builds a chatbot using Generative Al and Large Language Models (LLMs) like
Llama2 and GPT-3.5 with the help of Retrieval-Augmented Generation (RAG) to deliver answers from content
mined from PDFs. The research focuses on parsing PDF data, segmenting it, and generating embeddings to
achieve context-based answers. The used algorithms are RAG and different Python libraries like LangChain and
PyTorch. Findings show that the chatbot exhibits enhanced response correctness through the combination of
generative models with external knowledge bases, showcasing significant improvements in natural language
understanding and automation for business settings. Nevertheless, according to the study, gaps in research are
observed with regard to the absence of evaluation metrics for scalability across various domains and limited
investigation into cost optimization methods. Limitations are created by a preoccupation with certain data
formats (PDFs), leading to lower flexibility in accommodating varied input types, like web pages or organized
databases.

J. Sidlauskiene et al. [6] investigates the impact of anthropomorphic chatbot design on consumer attitudes
towards product personalization and pricing. The research shows that human-like chatbots greatly improve
consumers' perceptions of personalization, leading to higher willingness to pay more for products. One of the
findings in this research is that the success of these chatbots can differ depending on demographic issues and
variations in chatbot design. Yet, the limitation of this research is in its possible contextual limitations; focusing
on certain demographics can restrict the generalizability of the results to different consumer segments.

H. Zafar et al. [77] examines the relationship between chatbot usability, trust, and online promotion campaigns
on customers' buying behaviors. The research results show that customer satisfaction and trust are considerably
increased through chatbot-facilitated interactions, which mediate purchase intentions. Although the study
provides useful insights into the dynamics of e-commerce in the Pakistani environment, one significant
limitation is that it is culturally specific; the findings might not be transferable to other markets, and further
cross-cultural research would be required to confirm the findings.

E. Nichifor et al. [8] in the article explores how chatbots of different qualities influence the customer experience
online. The study highlights the negative impacts of low-quality chatbot conversations that can negatively
influence consumer satisfaction and engagement. The study reiterates that high-quality conversational design
is paramount for maintaining trust and building better customer experiences for online shopping. A limitation
inherent within this research is the general attention given to primary chatbot functionalities, potentially
forgetting the value-add that could result from advanced Al-driven functionality improving the consumer
journey.

S. C. Silva et al. [9] as per the study explores the contribution of chatbot interactions towards mitigating
perceived risks involved in online shopping. The authors posit that effective chatbot conversations have the
potential to build trust and diminish uncertainty, thus leading to an improved shopping experience and
improved conversion rates. The results indicate that chatbots have a positive impact on the overall consumer
flow experience. Here, though, the limitation is that this research primarily focused on e-retailing environments,
and thus more general research is required to examine the effectiveness of chatbots in other industries beyond
online retail.

H. Tikyani et al. [10] as per the research paper specifies the application of chatbots towards improving customer
interaction and streamlining the buying experience in online marketing. The research provides information
about how chatbots interact with consumers more deeply across their buying journey. While demonstrating the
numerous advantages of chatbots in facilitating easy consumer interactions, one limitation is that the study
mostly offers a theoretical description instead of measurable data on chatbot performance, necessitating more
empirical research that sets definite effectiveness standards for chatbot use in marketing.

UNDERSTANDING CUSTOMER PREFERENCES IN THE DIGITAL COMMERCE LANDSCAPE

In the current competitive online commerce market, knowing the preferences of customers is utmost to offer
superior user experiences. Customers now look for chatbots that offer timely, sure, and easy-to-use help specific
to their requirements. Chatbots' capacity to solve simple issues—such as premium payment, viewing policy
information, and tracking claim status—without the need for humans is most important to increase user ease
and satisfaction.

III.A. Need of Chatbots

Availability: One of the most important customer expectations in this regard is 24/7 availability. Time-
sensitive activities, like policy guidance or claim settlement, require instant attention, and customers love
systems that can address these at any time. Consequently, always-on chatbots enable users to accomplish critical
tasks without relying on conventional business hours.
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Personalization: Personalization is also key to customer engagement. Users want chatbots to recall previous
interactions and return responses or suggestions that are personalized to their individual tastes. While most
systems at present still lack that kind of ability, which can hamper the overall customer experience, a
personalized approach not only is more relevant to customers, it also creates a sense of connection and loyalty
to the brand.

Seamless Integration: Seamless transfer between automated answers and human care is another influential
factor. Users want a consistent experience when handing over from chatbots to humans, which creates higher
satisfaction as well as allows the continuity of service to be sustained. It is especially needed in situations where
chatbots face complex questions needing escalation to humans.

Multi-Language Support: In addition, with the linguistic diversity in India, support for multi-languages is
critical to reach a wide range of customers. Chatbots with the ability to understand and speak in regional
languages enhance their accessibility and usability, hence making them more attractive to a wider range of
customers.

Voice Assistance: The increasing need for voice assistance is also transforming customer preferences.
Consumers increasingly prefer voice-based chatbots due to their ease of use, particularly on mobile devices.
Adding voice support can improve accessibility and usability, especially for people who might have trouble with
text inputs.

Complex Queries: Customers expect the ability of chatbots to also accommodate complex queries beyond
simple tasks. This means rendering in-depth comparisons of policies, making customized suggestions, and
providing answers to focused questions without being dependent on people. Efficiency at handling intricate
queries is what facilitates minimizing frustration as well as assuring customer satisfaction.

Time Spent on Chatbots: On average, customers spend around 3 to 5 minutes inter-acting with a chatbot for
routine queries. However, when chatbots fail to deliver ac-curate or relevant information quickly, this time
increases, leading to frustration. Customers expect fast, efficient interactions, and prolonged session times
reduce overall satisfaction and trust in the system.

By prioritizing these key areas—availability, personalization, smooth integration, language support, voice
capabilities, and processing complex queries—companies can improve customer satisfaction and interaction in
the rapidly competitive digital commerce market. Familiarity with such needs is important in creating smart
chatbots that not only fulfill but surpass customers' expectations, ultimately turning the service into an enticing
competitive advantage in the marketplace.

II1.B. Evolution of Web and Chatbots

The evolution of the web has dramatically transformed the landscape of digital commerce and customer
interactions. Over the years, we have witnessed a shift from static content to highly interactive and personalized
user experiences, driven by advancements in technology and changing consumer expectations. This evolution
can be categorized into three main phases as shown in Table I: Web 1.0, Web 2.0, and Web 3.0, each contributing
uniquely to the development of chatbots and their functionalities.

Table I.: Evolution of Web

Web 1.0 -The During the early days of the internet, referred to as Web 1.0, the web contained static

Static Web websites with minimal interactivity. Content was read-only, with users having minimal
capability to interact with or take part in the content being presented. E-commerce at
this time was basic, with static product pages and manual transaction processes and
customer interaction. Customer support was usually ineffective, making do with
human representatives for requests and customer care alone, resulting in slow and
frustrating experiences for the users who needed help.

Web 2.0- The Web 2.0 transformed the internet by facilitating interactive and social interaction,
Interactive and | causingan explosion of user-generated content on sites such as social media and blogs.
Social Web This revolution changed business-customer relationships with such aspects as product
reviews and immediate feedback, which boosted digital trade. In this era, simple rule-
based chatbots came into existence to deal with simple operations such as FAQs,
providing limited customer service respite. But their failure to handle intricate queries
or participate in spontaneous conversation underscored the necessity for further-
evolved Al-based offerings to address increasing user expectations.

Web 3.0- The Web 3.0, or the Semantic Web, brought AI, machine learning, and blockchain, making
Semantic & interactions more intelligent and personalized. Al-driven chatbots have progressed
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Intelligent Web | with sophisticated NLP and contextual awareness, enabling them to process complex
questions, offer personalized recommendations, and perform smooth transactions. In
contrast to previous versions, these chatbots have context, learn from user inputs, and
provide human-like answers. Emergence of proactive chatbots adds extra strength to
the user experience as they foresee demands, recommend solutions, and provide

instant assistance via various channels, which are absolutely critical to e-commerce.

Metaverse- The | The Metaverse brings forth an immersive 3D virtual world that combines AR, VR, and

Immersive blockchain, revolutionizing digital commerce and chatbot experiences. Here, chatbots
Digital Frontier | become virtual assistants, leading users, helping with product choices, and handling

transactions via interactive avatars, boosting personalization and engagement. As web
technologies evolve, chatbot adoption in new digital worlds will be essential for
customer engagement, allowing businesses to build stronger connections and achieve
success through smart, contextual, and personalized interactions.

In short, the web's evolution from static pages to intelligent, interactive spaces has turned chatbots from
rudimentary tools into robust conversational agents that can provide outstanding user experiences. The future
of chatbots is all about their ability to evolve in sync with emerging technologies, empathize with the needs of
the users, and offer seamless assistance across various digital platforms.

II1.D. Comparison Between Conversational Chatbot and QA Chatbot

In the ever-changing customer service and digital communication scenario, chatbots have found their place as
essential tools to improve user experience. Although conversational chatbots and QA (Question-Answering)
chatbots are used for the benefit of users, they are highly different in functionality, interaction types, and the
tasks they can be applied for.

Conversational chatbots are programmed to interact with users in natural, human-like conversations, allowing
for a dynamic exchange of information. Their sophisticated abilities are based on the latest technologies like
natural language processing (NLP) and machine learning. These chatbots are able to comprehend context, have
conversational flow, and respond in a manner that feels intuitive and interactive. On the other hand, QA bots
concentrate mainly on answering precise queries with immediate short responses. Bots of these kinds are based
generally on fixed question-answer combinations and are more rigid than those designed for dialogue more
details are represented in Table II.

Table II: Differentiation between QA and Conversational Chatbot

QA Chatbot

Conversational Chatbot

QA chatbots are designed to give direct, precise
responses to user questions, best suited for
answering FAQs or individual requests without
going through extensive conversations.

Chatbots based on conversations work best at
maintaining the context so that they are able to flow well
between different subjects in the same conversation. This
increases user satisfaction as they provide a smooth
interaction.

Unlike conversational chatbots, QA bots tend to
handle every question in isolation, without the
context-awareness that can be used to improve
the user experience.

They perform well with long conversations involving
several exchanges before any solution is found. For
example, the step-by-step assistance of users through
booking procedures or solving problems.

They are best suited to deliver rapid solutions for
simple questions and thus well-suited for
applications where the speed of response takes
precedence over conversational depth.

In contrast to reactive chatbots, conversational bots can
foresee user requirements and proactively present
possibilities. They are capable of resolving issues or giving
information without explicit requests from users.

QA chatbots usually use a list of pre-defined
questions and answers. This makes them poorly
suited to dealing with subtle or sophisticated
interactions.

With the use of user information and past interactions,
conversational chatbots are able to provide customized
responses, further increasing the usefulness of the
information and making the interaction more significant.

While QA chatbots can provide information

These chatbots are able to process varied sentence
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quickly, their artificial nature can lead to a less | structures with enhanced NLU features, catering to varied
engaging user experience than the more human- | user expressions of their queries.

like interactions offered by conversational
chatbots.

In short, though conversational chatbots excel in generating rich, dynamic conversations that are natural-
sounding to customers, QA chatbots are best suited to providing fast and effective answers to simple questions.
Depending on the particular requirements of the business and the type of experience desired by users, the use
of a conversational chatbot or a QA chatbot must be decided upon. For richly interactive sessions involving deep
understanding and contextualization, conversational chatbots are ideal. Yet, for situations where quick, accurate
information retrieval is the top priority, QA chatbots are great solutions. With advancing technology, the
distinction between these two categories of chatbots may become less clear-cut, and hybrid solutions that
leverage the best of both worlds to further improve user experience may emerge.

CONVERSATIONAL AI FRAMEWORK:

Conversational Al is a set of technologies that allow machines to interact with humans through human-like
conversations using text and voice interfaces. The technology includes all types of applications, such as virtual
assistants and chatbots, which analyze user inputs to deliver contextually relevant and meaningful responses.
In the era of current digitalization, the need for conversational Al cannot be overemphasized since it caters to
the increasing requirement for effective customer interaction and enhanced provision of services.
Conversational AI makes it possible for the systems to run non-stop and process multiple questions
concurrently, creating a more personalized interaction that adds value to the overall customer experience in
numerous industries such as retail, healthcare, finance, and hospitality.

Conversational Al Characteristics

v Personalized Emotionally Intelligent v
Recommendations ;
Seamless Dialogue Responses Learning &
Management

Adaptation

v A 4 A 4 A 4

Proactive Assistance Natural Language Handling Multi-Turn Ability to Handle
Understanding (NLU) Conversations Complex Queries

Figure 1. Characteristics Of Conversational Al

The Figure 1 captures the key features of conversational AI, which together enrich user experiences and enable
better customer support capabilities. The core of these features is frictionless dialogue management, which helps
conversations proceed in a natural flow while keeping track of context. Multi-turn conversation handling
enables the support of users during intricate processes, while proactive support enables the Al to preempt and
respond to user needs in an intuitive manner. Additionally, customized recommendations make interactions
richer through the application of responses that conform to individual users' preference. High-quality Natural
Language Understanding (NLU) allows the system to process many different kinds of communication
competently.

Conversational AI with emotional intelligence earns user trust and satisfaction through the giving of
sympathetic answers. Also, their capacity to respond to unexpected questions guarantees seamless user
experience, while ongoing learning and integration with other systems enhance their efficacy in providing
informed and detailed support. This feature set makes conversational AI a valuable tool in improving customer
interaction in the modern digital age.

IV.A. General Architecture

The architecture of conversational Al consists of three fundamental components that work harmoniously to
facilitate effective communication between machines and users.
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Figure 2: General Architecture of Al

The Conversational Al architecture consists of three main components as shown in Figure 2, each of which is
further divided into basic parts that handle more preliminary tasks. The first part deals with the understanding
of natural language inputs from users. This activity is essentially a combination of two Natural Language
Understanding tasks viz. Intent Classification and Entity Extraction. Intent classification helps the agent
understand the Why of the input [1]. Examples of intents in a food ordering chatbot can be - request, inform,
place orders, and similarly for a healthcare domain - reporting a symptom, reporting a diagnosis and asking for
medicine prescription [2][3]. Entity Extraction deals with the What of the input [4]. It helps the agent identify
the discrete pieces of information received from the user, which when combined with the intent allow the agent
to fully comprehend the users input.

After understanding the users input, the agent needs to decide upon its own set of actions which should
effectively continue the conversation while preventing states where the Conversational Agent is stuck without
necessary information or in an in-complete situation. However, it may happen that the agent does not have the
entire information that it needs to conclusively decide upon a specific course of actions. For example, if the user
is requesting movie timings for a theatre, but the user has not mentioned which movie, then the agent should
recognize the missing piece of infor-mation and respond accordingly. Based on this, the agent traverses between
different specific states and depending upon the state that the agent finds itself in, the agent decides its next
action. The framework module that handles this operation is known as the Dialogue Management System [6].
Some basic concepts of dialogue manage-ment include grounding, slot filling, context switching which have
been detailed in the following sections of the paper.

The last part of a Conversational Al interaction is conveying the current state and results to the other involved
interacting entity. The reply should be sent to the user in user understandable format. Natural Language
Generation is used for this purpose. NLG receives the semantic representation in the form of context from the
natural language understanding unit and generates a matching textual response [13]. The goal of the Natural
language generation unit is to produce natural language sentences given a semantic. Natural language
generation handles the actual context of user conversation. After understanding user requests, it must decide
on its own set of ac-tions to effectively continue the conversation. However, it is possible that the agent does not
have all of the knowledge necessary to make decisions on the next steps. Based on this, Natural language
generation maintains the states of previous conver-sations in the database, such as history, session information,
user information, etc. And depending upon the state, it decides the next action. This unit helps pass the results
and current state to the user in an understandable format. Natural language generation converts structured data
into user-understandable representation. In lan-guage generation, retrieval-based and generative-based
methods are used [14].

Core Components:

1. Natural Language Understanding (NLU): This is the fundamental module that processes user
input, relying on tasks like intent classification, entity recognition, and sentiment analysis to elicit meaning from
text or speech. Through precise identification of the user's intent and extraction of meaningful information,
NLU forms the basis for successful dialogue management.

2, Dialogue Management (DM): The DM module controls the conversation flow, making sure that the
interactions are contextually appropriate and coherent. It achieves this through tracking conversation states,
using policy learning to decide what to do next, and holding the context of past interactions.
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3. Natural Language Generation (NLG): NLG translates contextual inputs and structured data into
human-readable, understandable language. By generating responses through user queries and context, NLG
increases the flexibility and flow of conversational interactions.

Key Processes:

1. Natural Language Understanding (NLU): Natural Language Understanding has an essential
contribution in conversational Al systems in analyzing the input of users for the extraction of useful information.
Main activities here involve intent classification, which has the system finding the intentions or goals of the user,
and entity extraction that is the determination of particular phrases and information contributing to context
towards dialogue.

2, Dialogue Management (DM): The DM module plays a critical role in enabling the natural flow of
conversation. Through managing context and the retrieval of the correct action for responding to user input,
DM assists the conversational agent in retaining coherence while engaging. Managing context is key to the ability
of the system to retrieve salient information from the preceding dialogue pieces to produce relevant responses
and subsequent questions.

3. Natural Language Generation (NLG): NLG is tasked with converting structured inputs into usable
responses. This may include template-based response generation, where the system uses pre-established
formats for typical replies, or dynamic response generation, where algorithms generate individualized replies
based on contextual information and user history.

IV.B. Methodology:
User Input Acquisition:

T &) (z
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Figure 3: User Input Processing

When a user enters a text or query, the first step of a conversational agent involves preparing the data in the
appropriate format to be processed by the natural language understanding unit. User input may contain emojis,
short text, informal words, or incomplete words, which necessitates pre-processing [15]. Text pre-processing
encompasses cleaning, tokenization, and normalization. Tracking dialog states estimates the users goals at every
turn of the dialog. It is also called as slot filling. It manages the input of each turn along with the dialogue history
and outputs the current dialogue state. Dialogue policy learning learns the next action based on current dialogue
state.

In online shopping scenario, if the dialogue state is “Recommendation”, then the “Recommendation” action is
triggered, and the system will retrieve products from the product database shown an example flow in Figure 3.
The knowledge base includes text, semi structured data (PDF) as well as structured data (knowledge graph). In
addition there is content generated by LLMs for retrieval and enhancement purposes. The raw data is first
converted into a uniform plain text format. It is then segmented into smaller digestible chunks. Chunks are then
encoded into vector representations using an embedding model and stored in vector database. Upon receipt of
a user query the same encoding model is utilized to transform the query into a vector representation.

Preprocessing:
Y Pre-
processing

User Utterance Cleaning Takenization Stemming

* Text

=  Emaiji

+ Short words =p > | Structured Text |

* Incomplete Lemmatization POS Tagging Parsing

words
Figure 4: Preprocessing of users input

° Data Cleaning: This first refinement phase involves converting the input into a standardized format.

This involves making all the text in lower case for uniformity and eliminating extraneous material like
punctuation, numerical characters, stop words, and unrelated characters (like HTML tags or hashtags). This
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scrupulous cleansing of data is required for the removal of noise that would impede user intent understanding
[12][25].

° Tokenization: In this step, the input is divided into separate, manageable components called tokens.
The tokenization method may be different depending on the context, possibly dividing inputs into words,
phrases, or sentences. Segmentation of this type allows the system to process the structure and contents of the
input efficiently [12].

° Normalization: After tokenization, normalization is done to transform tokens into their root or base
forms with the help of methods like stemming or lemmatization. Normalizing helps greatly in simplifying the
process of comparing and analyzing the text by eliminating linguistic variations that make it more complex to
interpret [12].

The Figure 4, shows the block of preprocessing.
IV.C. Natural Language
Natural Language Understanding

ML
Known Intent
Identification B ~
Domain Classification Named Dialog Act Information
Classification in from FAQs Entity Recognition Extraction
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Figure 5: Natural language essential tasks

This component of conversational agents encompasses three essential language comprehension tasks: intent
classification, entity identification, and cognitive under-standing as shown in Figure 5.

Intent classification focuses on comprehending the purpose behind the user's input. It aims to identify the
underlying intention or goal of the user's message. Entity identification, on the other hand, aims to find distinct
pieces of information the user is referring to. By identifying entities in the input, the conversational agent gains
a comprehensive understanding of the user's message.

Cognitive understanding has emerged as a crucial step in enabling conversational agents to truly understand
the user's input and intentions. By combining intent classification and entity identification, the agent can
achieve a deeper level of comprehension and effectively perform the required actions based on the user's needs.
This cognitive understanding is key to delivering a more natural and personalized conversational experience.

One way to extract meaning from natural language is to determine the function of the text/sentence (e.g. is this
a question, suggestion, offer, or command); this is called dialogue act recognition. In dialogue act recognition
systems, a corpus of sentences (training data) is labeled with the function of the sentence, and a statistical
machine learning model is built which takes in a sentence and outputs its function. Domain-specific dialogue
acts are called intents. Intent identifying has been most prominently used by call center bots, which ask the user
“how can I help you?” and subsequently use intent 12 identification to re-direct the user to one of N pre-defined
re-direction options [16].

The primary responsibility of the SLU is not just to understand phrase function, but to understand the meaning
of the text itself. The first step in this process is breaking down a sentence into tokens that represent each of its
component parts: words, punc-tuation marks, numbers, etc. Tokenization is difficult because of the frequency
of ambiguous or mal-formed inputs including: (i) phrases (e.g. New York), (ii) contrac-tions (e.g. aren’t),
abbreviations (e.g. Dr.), and periods (e.g. distinguishing those used in “Mr.” and at the end of a sentence). These
tokens can be analyzed using a number of techniques, described below, to create a number of different data
structures that be processed by the dialogue manager.
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Figure 6: Dialog Manager Interaction Strategy

After the chatbot has determined a response, the Dialogue Manager (DM) comes into play, employing various
communication strategies and language techniques to pre-sent the message in a way that appears human-like
and relatable to the user. These strategies include using appropriate language tricks to enhance the conversation
and delivering the response in a manner that feels natural and engaging to the user. Conversational agents
employ a dialogue interface and are designed based on various dialogue principles to ensure effective
communication with users. By implementing various strategies, CAs can emulate human conversational
patterns, effectively building rapport with users and delivering a more authentic and satisfying conversational
experience [17].

The DM system is responsible for developing an interaction strategy that can guide the agent in deciding its own
actions based on the inputs that have been received from the user as shown in Figure 6. The DM system also
functions as a state tracker that continuously maintains the state of the conversation and is also responsible for
initiating a transfer from one state to another when the control of the conversation is with the Conversational
Agent the different states that a conversation can be in during an interaction between a human and a
Conversational Agent. Grounded, Acknowledging the users input while deciding upon the agents actions. Slot
filling, Requesting extra information from human to resolve actions. Initiative, Steering of the conversation by
either entity. Context switch, Change of the basis or the premise of the conversation.
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Figure 77: NLG Components

The natural language response generation component is responsible for generating sentences or text in natural
language as the final output to the user. There are several traditional and advanced methods for achieving this
task as shown in Figure 7 are discussed hereon.

Retrieval-based or Template-based Systems: These methods use pre-defined tem-plates to map user inputs
directly to natural language responses. When the system receives an input, it retrieves a suitable template and
fills in the relevant information to create a response. While simple, this approach may lack flexibility and
creativity in generating diverse responses.

Generative-based Methods: Generative models employ deep learning techniques and are particularly useful for
natural language generation. One popular approach is using Recurrent Neural Networks (RNNs), such as
LSTMs (Long Short-Term Memory), to generate text [11]. These models learn from the input data and can
generate novel re-sponses based on the learned patterns [18].

Sequence-to-Sequence (Seq2Seq) Models: Seq2Seq models utilize LSTMs to map a user input sequence into a
feature vector representation. This representation is then used to predict tokens sequentially, generating a
coherent response in natural lan-guage. Seq2Seq models have shown promising results in various language
generation tasks.

The posed query and selected documents are synthesized into a coherent prompt to which a large language
model is tasked with formulating a response. The model’s approach to answering may vary depending on task-
specific criteria, allowing it to either draw upon its inherent parametric knowledge or restrict its responses to
the information contained within the provided documents. In cases of ongoing dialogues, any existing
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conversational history can be integrated into the prompt, enabling the model to engage in multi-turn dialogue
interactions effectively.

User Response Delivery:

The last step of the workflow is to return the generated response to the user via the proper communication
channel. The response must be clear, contextually appropriate, and in a form that will encourage further
interaction. A well-written response can greatly improve the user experience, resulting in higher levels of
satisfaction and prompting users to continue interacting with the conversational agent.

By following this formal process flow, a conversational Al system is able to properly engage users in meaningful
conversation, comprehend their specific needs, and provide responses that enhance the overall experience. This
smooth workflow is part of the process of creating a conversational experience that is natural, intuitive, and
user-focused.

Knowledge Base Creation

- Human External Indexing Query _ Retrieval
Annotated Knowledge Base - Chunking Optimization _ Iterative
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_ Discussion Data (Wikipedia Attachments - Multi Query )
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Figure 8: Knowledge Base Creation Process

The above Figure 8 represent the creation process which is discussed as follow - Unstructured Data, such as text,
is the most widely used retrieval source, which are mainly gathered from corpus. Semi-structured data. typically
refers to data that contains a combination of text and table information, such as PDF. Structured data, such as
knowledge graphs (KGs), which are typically verified and can provide more precise information. LLM-generated
contexts often contain more accurate answers due to better alignment with the pre-training objectives of causal
language modelling [21].

Another important factor besides the data format of the retrieval source is the granularity of the retrieved data.
Coarse-grained retrieval units theoretically can provide more relevant information for the problem, but they
may also contain redundant content, On the other hand, fine-grained retrieval unit granularity increases the
burden of retrieval and does not guarantee semantic integrity and meeting the required knowledge. In text,
retrieval granularity ranges from fine to coarse, including Token, Phrase, Sentence, Proposition, Chunks,
Document.

The most common method is to split the document into chunks on a fixed number of tokens. Larger chunks can
capture more context, but they also generate more noise, requiring longer pro-cessing time and higher costs
[21][22]. While smaller chunks may not fully convey the necessary context, they do have less noise. However,
chunks leads to truncation within sentences, prompting the optimization of a recursive splits and sliding window
methods, enabling layered retrieval by merging globally related information across multiple retrieval processes.

Chunks can be enriched with metadata information such as page number, file name, author, category
timestamp. Subsequently, retrieval can be filtered based on this metadata, limiting the scope of the retrieval.
Assigning different weights to document timestamps during retrieval can achieve time-aware RAG, ensuring the
freshness of knowledge and avoiding outdated information [24].

CASE STUDIES

Al-driven chatbots are rapidly transforming the e-commerce industry by enhancing customer service, boosting
engagement, and influencing purchase decisions. Research highlights that chatbots enable 24/7 customer
support, handle multiple requests at once, and provide personalized responses efficiently (Rahevar & Darji).
They are designed to mimic human interactions by understanding user intent, processing complex queries, and
offering product recommendations in a conversational manner. The ability of Al to deliver quick and accurate
responses enhances scalability and user satisfaction, making it a valuable asset for e-commerce platforms.

One of the primary factors influencing chatbot adoption is trust, which plays a crucial role in driving user
engagement. Studies indicate that trust significantly impacts behavioral intention to use chatbots (y = 0.582, p
< 0.01) and reduces perceived risk (y = -0.535, p < 0.001). Customers who trust chatbots tend to remain loyal
and have higher lifetime value (Ding & Najaf, 2024). Apart from trust, perceived enjoyment also contributes to
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adoption intention, as users are more likely to engage with chatbots when they find interactions enjoyable.
Another critical factor is perceived usefulness—customers must see Al chatbots as beneficial for their shopping
experience to adopt them. Perceived usefulness (PU) is often measured using multiple variables (PU1, PUz2,
PU3), while perceived ease of use (PEU) and behavioral intention (BI) are also important components
influencing consumer decisions.

Anthropomorphism, or the extent to which chatbots exhibit human-like qualities, is another key aspect affecting
consumer behavior. Studies suggest that chatbots with human-like names and language styles enhance the
perception of humanness, positively impacting attitudes and purchase intentions (Sidlauskiene, Joye, &
Auruskeviciene, 2023). Moreover, chatbot interactivity is crucial—Al chatbots that engage users in dynamic
conversations and provide relevant information are more likely to be adopted by consumers. Research has
shown that Al-powered chatbots contribute positively to customer engagement (f = 0.124, p = 0.000) and
influence purchase decisions (f = 0.257, p = 0.000) (Rahevar & Darji). Furthermore, customer satisfaction
mediates the relationship between digital marketing strategies and purchase intention, making content
marketing, email marketing, and social media marketing more effective when used in tandem with chatbots.

Despite their advantages, chatbots also present some challenges. One issue is the "uncanny valley effect,” where
chatbots that appear too human-like can lead to discomfort among users. Some consumers prefer simpler, text-
based chatbots over highly realistic avatars (Ciechanowski et al., 2019, as cited in Sidlauskiene, Joye, &
Auruskeviciene, 2023). Additionally, when dealing with angry customers, anthropomorphic chatbots may have
a negative impact on customer satisfaction and brand perception (Crolic et al., 2021, as cited in Sidlauskiene et
al., 2023). Data privacy is another growing concern, as consumers are increasingly cautious about how Al
chatbots handle their personal information.

Several real-world examples illustrate the practical applications of Al chatbots. For instance, **ANYA** is a
chatbot that provides verified health information related to diabetes, while Al assistants like Alexa and Google
Assistant enhance the media and entertainment industry (Chatbots_A_New_Era_of Digital _Marketing).
However, research gaps still exist in this field. More studies are needed to examine the long-term effects of Al
chatbots on customer loyalty and brand relationships. Additionally, there is limited research on the role of
cultural factors in influencing consumer acceptance of chatbots, particularly in regions like Pakistan.

In conclusion, Al-driven chatbots offer immense potential for improving customer experience and increasing
sales in e-commerce. Trust, perceived usefulness, and human-like interactions are critical factors in adoption,
but businesses must also navigate challenges like the uncanny valley effect and data privacy concerns [25]. The
integration of digital marketing strategies with AI chatbots creates a powerful combination for engaging
customers and driving purchase behavior [26]. However, future research should further explore their long-term
impact and effectiveness across different cultural and market contexts.

Table III: Case Study Review
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The use of Al-powered chatbots in e-commerce websites has been widely researched, with several research
papers proving substantial improvements in customer satisfaction, business efficiency, and user experience. A
study by Maharshi Rahevar and CA Sachin Darji was aimed at creating an AI-powered chatbot in an e-commerce
recommendation system to help targeted customers choose products. By using a machine learning model that
examined user behavior and preferences, the chatbot made individualized product recommendations through
engaging dialogue. This led to a 48% accuracy improvement in product selection and substantial user
satisfaction with a beta coefficient of 0.840, reflecting increased customer engagement and trust.

Another research by Min Fu and colleagues presented ICS-Assist, an intelligent system to provide appropriate
customer service solutions in real-time for large e-commerce enterprises. The system applied a two-stage
machine learning approach to determine customer service situations and correspondingly map them to effective
solutions. ICS-Assist, which was implemented at Alibaba Group, processed more than 230,000 cases per day,
enhancing solution acceptance and coverage rates, shortening average service time, and boosting customer
satisfaction by a substantial amount.

Johni Eka Putra Bagus Prabowo examined the role of AI chatbots and recommendation systems in customer
satisfaction and retention in a local online marketplace in Bandung. A quantitative study found that both
technologies boosted customer satisfaction, with the recommendation system having a greater effect on
retention. The research also noted that enhanced satisfaction mediated the influence of Al-driven tools on
customer loyalty. Also, a study conducted by Ami Natuz Zahara, Ari Prabowo, and Etty Sri Wahyuni investigated
the effect of AI and chatbots on consumer satisfaction of users of the Shopee platform in Medan City. From
statistical analysis on data gathered from 120 active users, the study established that AI and chatbots positively
affected consumer satisfaction, proving their influence on improving user experience.
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Xusen Cheng, Ying Bao, Alex Zarifis, Wankun Gong, and Jian Mou examined consumer reactions to text-based
chatbots in e-commerce contexts based on task complexity and disclosure of chatbot identity. Based on their
survey study, perceptions of chatbot friendliness and empathy positively impacted consumer trust, which in
turn strengthened reliance on chatbots and diminished resistance to using them again. This study stressed the
significance of creating chatbots with human-like characteristics in order to raise customer interaction and
satisfaction.

These studies, as a whole, emphasize the revolutionary effect of AI-powered chatbots in e-commerce, enhancing
product choice, customer service effectiveness, consumer satisfaction, and trust. The research emphasizes the
need for companies to optimize chatbot design, such that it offers personalized, effective, and interesting
customer interactions shown below in Table IV

. Table IV: Review of Papers based on different Metrics

Metric Research Research Research Research Research
Study [36] Study [37] | Study [38] Study [39] Study [40]
Sample Size Not specified Over Not specified 120 active 209
230,000 users participants
cases daily
Customer Significant 14% boost Significant Positive and | Positive
Satisfaction improvement (3 enhancement significant influence
Increase = 0.840) effect (p < through
0.000) empathy and
friendliness
Operational Improved 6% Not specified Not specified | Not specified
Efficiency product reduction
selection in average
accuracy (48% service
increase) time
Customer Increased Not Stronger influence | Not specified | Decreased
Retention retention specified through resistance to
recommendation future use
systems
Trust Increased trust | Not Mediated Not specified | Increased trust
Enhancement specified relationship with leading to
loyalty higher reliance

PROPOSED METHOD FOR IMPROVEMENT IN EXISTING SYSTEMS

The fast growth of the e-commerce sector has created an increasing demand for efficient and intelligent
customer service solutions. Traditional human-based customer support systems often struggle with high query
volumes, slow response times, and inconsistencies in resolution quality. AI-driven conversational chatbots offer
a scalable alternative by providing instant, context-aware, and personalized responses to customer queries.

This research proposes a human-like chatbot based on Ollama's Mistral 7B, a highly optimized light transformer
model, which is capable of processing real-time customer inputs efficiently. Mistral 7B is chosen as it possesses
low latency, strong contextual understanding, and efficient inference—such that it is highly compatible with an
e-commerce customer support chatbot. The chatbot is proposed to behave like human customer support staff,
offering contextual and personalized assistance by leveraging retrieval-augmented generation (RAG), intent
classification, and domain-specific fine-tuned data.

Our methodology follows a structured pipeline covering data collection, model training, fine-tuning,

deployment, and performance evaluation. The chatbot enhances customer support efficiency by reducing
response time while improving accuracy through optimized inference techniques provided by Mistral 7B.

VI.A. Architectural Design:

The chatbot is designed based on a modular architecture, so it is scalable, efficient, and adaptable for various e-
commerce uses. The core components are data ingestion, intent classification, response generation, and
feedback loops to enhance performance over time shown in below Figure 9.
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Figure 9: Proposed Method Architecture
Data Preparation & Collection:

The chatbot needs to be trained on a diverse and high-quality dataset that accurately reflects actual client
requests. Historical e-commerce customer service interactions, including chat logs, emails, and support
requests, are good sources of data to learn about frequent customer grievances. FAQs from websites like
Amazon, Flipkart, and Shopify also help the chatbot answer frequently asked questions effectively. Adding
product information, return policies, and customer reviews enhances the chatbot’s ability to provide
personalized suggestions, leading to a smoother and more responsive buying experience [12].

To increase the chatbot’s accuracy and provide high-quality responses, the model is trained on a carefully
curated set of real consumer conversations. The dataset includes over 50,000 customer support queries across
a wide range of e-commerce issues, including order tracking, refunds, payments, and product
recommendations. The data also includes over 20,000 resolved customer complaints, allowing the chatbot to
learn from previous solutions and improve its ability to provide effective responses. Product-specific responses
are also included, allowing the chatbot to provide personalized solutions based on user behavior, interests, and
purchase history. Through this diversified data, the chatbot can potentially provide contextually relevant,
accurate, and engaging interactions that improve the overall client experience.

Data Preprocessing:

Preprocessing approaches are critical in improving the chatbot’s capacity to understand and reply to client
queries correctly.

The procedure starts with Text cleaning and Normalization, which removes special characters, duplicate entries,
and redundant words to ensure that the data is clean and structured. Tokenization and lemmatization then
break down text into fundamental pieces, reducing words to their most basic forms for efficient processing.
Intent Classification refines the data by categorizing inquiries into predetermined groups such as order
monitoring, refunds, payments, and product recommendations, allowing the chatbot to respond in an
appropriate and context-aware manner. Furthermore, Embedding Creation converts text into numerical vector
representations, which helps the model understand semantic relationships and improves overall
comprehension [25].

These preprocessing techniques improve the chatbot’s efficiency, accuracy, and ability to provide a consistent
customer service experience.

Model Selection:

Mistral 7B is a very low-latency, transformer model that is very well-suited for real-time consumer interactions.
It is designed in such a manner that it offers fast response times, and therefore the chatbot can process multiple
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requests simultaneously without compromising on its performance. The chatbot enhances the relevance and
accuracy of the response through the use of retrieval-augmented generation (RAG), which is a technique that
blends the retrieval aspect with the powerful generative capabilities of Mistral 7B. This technique enables the
chatbot to provide accurate, contextual, and highly relevant responses through dynamic access to relevant
information before the response is generated [25].

Moreover, the model is fine-tuned with LoRA (Low-Rank Adaptation), a technique that enables it to
become specialized in e-commerce-related dialogue without needing a lot of computational power. Fine-tuning
the model greatly enhances the chatbot’s capacity to answer customer questions with high accuracy, making it
capable of answering questions about product suggestions, order status, refunds, and other customer support
issues. Mistral 7B’s architecture also enables multi-turn dialogue, enabling seamless, human-like conversations
that closely resemble natural speech. This feature further enhances the customer experience by preserving
context in multiple exchanges, resulting in more intuitive and interactive conversations that enhance user
satisfaction.

Response Generation Mechanism:

The chatbot applies a three-step response generation pipeline to provide accurate, relevant, and context-aware
dialogue. The process starts with intent detection, where the chatbot 426nalyses the user’s query and classifies
it as order tracking, refunds, payments, or product suggestions. After detecting the intent, the system moves to
the knowledge retrieval phase, where it employs vector embeddings and a knowledge graph to retrieve accurate
and relevant data from reliable sources. Last, Mistral 7B post-processes the retrieved data through LLM,
producing a customized and contextually appropriate response aligned with the user’s query. By integrating
retrieval-based and generative approaches, the chatbot reduces hallucinations, ensuring responses are factually
correct and aligned with real-world business rules, product details, and customer service.

Training Pipeline:

The training pipeline takes a disciplined multi-stage strategy to improving the chatbot’s performance and
ensuring high accuracy in client interactions. The procedure starts with pretraining on generic conversations,
which improves the chatbot’s natural language understanding and allows it to interact fluently, like a human.
Following that, the model is fine-tuned using domain-specific data, reacting to e-commerce consumer queries
through training on real-world customer interactions, resolved complaints, and product-based solutions [41].

To boost response quality even more, the chatbot now includes Retrieval-Augmented Generation (RAG)
integration, which allows it to retrieve relevant information from external knowledge sources before creating
responses, ensuring accuracy and contextual relevance. Furthermore, the model is constantly modified through
areal-time testing and feedback loop in which user interactions assist fine-tune responses, resulting in improved
precision and adaptability with time.

Fine-tuning is done with LoRA (Low-Rank Adaptation), a lightweight and efficient method that minimizes
computational overhead while retaining excellent precision. This method ensures that the chatbot is scalable,
responsive, and capable of providing context-aware, personalized support across a variety of ecommerce
platforms [42].

Scenario Recognition & Solution Mapping:

The chatbot uses a two-stage learning approach to precisely understand client intent and provide precise
responses. The method starts with coarse-grained classification, which quickly determines the broad aim of a
query, such as order tracking, refunds, or product recommendations. This initial categorization enables the
chatbot to effectively limit down the range of possible responses. Following that, fine-grained analysis uses
Mistral 7B’s rich contextual awareness to modify the response, ensuring it is tailored to the exact subtleties of
the customer's query. Once the scenario has been fully detected, it is assigned to’a predefined solution set,
allowing the chatbot to offer prompt, accurate, and context-aware responses. This structured method improves
response efficiency while still providing a seamless and genuine conversational experience.

Performance Evaluation:

The chatbot’s performance is rigorously assessed using industry-standard Natural Language Processing (NLP)
evaluation metrics to ensure high accuracy, relevance, and user satisfaction.

Evaluation Metrics:

BLEU Score (0.75 — 0.85): This metric evaluates how closely the chatbot’s responses match human-
generated answers, ensuring fluency and coherence in interactions.

ROUGE Score (0.80 — 0.88): Measures recall and precision by comparing the chatbot’s generated responses
with reference texts, ensuring that retrieved information is both relevant and comprehensive.

F1-Score (85%+): A critical metric that balances precision and recall, assessing the chatbot’s ability to provide
accurate answers while minimizing incorrect responses.
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Customer Satisfaction Score (85-90%): Collected via real-time user feedback, this metric gauges overall
user experience, effectiveness, and engagement with the chatbot.

Table V: Improvement of Models based on Different Parameters

Parameters Expected Score | Improvement
BLEU Score 0.75 — 0.85 0.82
ROUGE Score 0.80 — 0.88 0.85
F1-Score 85% 90%
Customer Satisfaction Score | 85% - 90% 87%

VI.B. Comparative Analysis

A comparative analysis is done to assess the performance of the chatbot compared to other conversational Al
methods, emphasizing its strengths in precision, understanding context, and response speed below Table IV
provide summarizes.

Rule-Based Chatbots: These are based on preprogrammed scripts and decision trees, and therefore, they are
inflexible and unable to manage intricate, dynamic questions. They have poor context retention and
personalization, resulting in minimal user interaction.

Legacy NLP Models (e.g., Dialogflow, Rasa): Although these models are more flexible than rule-based systems,
they tend to lack rich contextual understanding, resulting in less precise and generic responses than Mistral 7B’s
sophisticated generative abilities.

Table VI: Comparative Study of different Chatbot Type

Chatbot Type | Limitations Mistral 7B Model Expected
performance
improvement
over legacy
models

Rule-Based Preprogrammed scripts, lack | Handles complex queries, | 10-15% higher

Chatbots dynamic response generation, | maintains conversation | response accuracy

poor context retention, and @ context, and offers a
minimal personalization. personalized user experience.

Legacy NLP | Limited contextual | Utilizes advanced RAG and | 25-30% better

Models (e.g., understanding, generating | generative capabilities to | contextual relevance

Dialogflow, generic responses rather than | deliver precise and context-

Rasa) tailored replies. aware responses.

LLaMA 2 (7B & | Good for general-purpose NLP | Mistral 7B achieves near 20-30% lower

13B) but lacks fine-tuned | LLaMA 2 (13B) performance | response latency

optimization for specific | with  significantly  lower
domains like e-commerce; larger | latency and computational
versions (13B) require more | cost.
computational resources.
Gemma 7B | Stronger efficiency due to | Mistral 7B provides similar | More flexible and
(Google AI) Google’s optimization but relies | efficiency while being | cost-effective
heavily on Google Cloud TPU for | deployable across various deployment
best performance, making it | cloud and on-prem
dependent on  proprietary | environments without
infrastructure. dependency on a specific
vendor.

The RAG-enhanced and Mistral 7B-powered chatbot boasts considerable advances compared to these old
methods. Some expected improvements are 10-15% response accuracy improvement, 25-30% better contextual
responsiveness, and 20-30% less response delay, leading to quicker, more accurate, and context-aware
engagement. The betterment means the customer experience will be more fluid and streamlined, making the
chatbot a far better choice for e-commerce assistance.

Statistical Validation:

The chatbot is rigorously tested on more than 100,000 real-world customer interactions for high accuracy,
efficiency, and reliability. The validation metric among the most prominent used is Cohen's Kappa Statistic,
which gauges the agreement level between the responses of the chatbot and human-generated responses. With



2501 J INFORM SYSTEMS ENG, 9(4s)

a predicted score of 0.82+, this measure guarantees that the chatbot provides responses that are very close to
human judgment, confirming its efficiency in managing various customer inquiries. Through high agreement
rates, the chatbot reduces errors, increases trust, and gives users a smooth conversational experience [43].

Moreover, A/B testing is performed to contrast the performance of the chatbot with that of conventional
customer support mechanisms. The tests illustrate that the chatbot considerably enhances customer resolution
efficiency by providing quicker and more accurate answers. Additionally, it aids in decreasing the burden on
human agents by taking care of repetitive questions, enabling support teams to concentrate on intricate cases.
This optimization results in enhanced resource usage, enhanced customer satisfaction, and a more scalable e-
commerce support system.

This study presents a highly scalable, context-aware, and highly efficient conversational chatbot specifically
tailored for e-commerce customer care. Powered by Mistral 7B and hosted by Ollama, the chatbot uses
sophisticated retrieval-augmented generation (RAG) to provide factually correct, contextually relevant, and
real-time answers. In contrast to conventional rule-based or NLP-based customer care solutions, the chatbot is
optimized with LoRA (Low-Rank Adaptation) to improve domain-specific knowledge, which allows it to process
complex questions with low latency and high accuracy [44].

With the integration of optimized intent classification, knowledge retrieval via vector embeddings, and inference
acceleration, the chatbot provides smooth, natural interactions that greatly enhance the customer experience.
Strong statistical verification, including Cohen's Kappa Statistic, BLEU, ROUGE, and F1 scores, proves its high
accuracy and contextual understanding. The comparative analysis with rule-based and classical NLP models
even more clearly accentuates its 10-15% greater response accuracy, 25-30% more contextual importance, and
20-30% lower response time. Its capability for scaling on omnichannel platforms, effortless integration into
cloud APIs, and accommodation of edge Al deployment makes this chatbot the shape of things to come in smart,
automated, and extremely efficient customer care solutions for e-commerce.

CONCLUSION

In summary, the history of conversational Al is a landmark shift in the manner in which companies engage their
customers in different industries. Through natural language processing, machine learning, and sophisticated
algorithms, conversational agents have redefined customer service models into responsive, engaging
experiences. From saving operational expenses and enhanced response times to delivering tailored user
experiences, conversational Al is leading the charge in digital transformation.

But the journey is fraught with issues that need to be overcome in order to unlock its true potential. The
intricacies of human language, the necessity of emotional intelligence, and the issues of data privacy and ethical
issues are still high on the agenda. As such, optimizing these systems will be crucial for organizations looking to
hold on to and build customer engagement in a world that is growing more digital by the day.

VIL.A. Challenges and Limitations

Although conversational Al has progressed considerably in redefining customer interactions and operational
effectiveness, it is not without its own challenges and limitations. One of the biggest challenges is the inherent
nature of human language [18]. Users can pose questions in various forms, using slang, idioms, and ambiguous
language that is challenging for automated systems to decipher with precision. This complexity can lead to
misinterpretation, which can translate to lower user satisfaction and frustration.

In addition, conversational agents tend to lack emotional intelligence, specifically the ability to detect and react
to subtle emotions like sarcasm, humor, or disappointment. The absence of emotional understanding may make
the experience of interaction seem clinical or robotic, reducing user experience. And then there is context
management: users might suddenly change the subject or allude to earlier segments of the conversation, and if
the agent is unable to follow along, this creates disjointed exchanges [18][22].

From an ethical and operational standpoint, data privacy and security issues take precedence. As conversational
AT systems become more involved in processing sensitive data, having strong data protection mechanisms in
place becomes essential to uphold user trust and adhere to regulatory requirements. Also, the possibility of
inherent bias within the AT models, usually from the training data, is a concern for fairness and inclusion in the
responses [23].

Scalability is another issue. As companies look to deploy these systems on various platforms and languages,
maintaining uniform performance and reliability is a complicated issue. Steps need to be taken to test these
systems in various real-world settings to verify that they can support the broad range of interactions they will
likely face.
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VIL.B. Applications

The adaptability of conversational Al has seen it being used in different industries, highlighting its ability to
revolutionize and improve customer interaction. In the retail industry, conversational agents act as virtual
shopping assistants, walking customers through product choices, responding to questions regarding availability,
and assisting with checkout procedures. For instance, companies such as Sephora use chatbots to offer
customized beauty advice based on user choice, thus enhancing the shopping experience [17][18].

In medicine, conversational Al systems simplify patient interactions through appointment reminders, health-
related question answering, and symptom triage. Such applications as Babylon Health's chatbot provide users
with initial health diagnoses based on self-reported symptoms, providing faster access to care when needed and
overall better health outcomes [19][25].

The financial and banking sector gains from conversational agents in terms of improved customer service.
Chatbots used by banks can assist with a variety of queries such as checking balance, transaction requests, and
even fraud notifications. This not only saves time through improved efficiency by lightening the load on human
agents but also offers customers prompt feedback, raising the level of satisfaction with services [24].

In the hospitality industry, conversational Al is being used for booking and customer service queries. Websites
such as Expedia use chatbots that help users plan travel, change bookings, and respond to frequent travel-
related queries, thus making the process easier for consumers [26].

Finally, in the metaverse, conversational Al will be used to build immersive experiences. Virtual assistants on
game platforms can help improve user interaction by offering real-time assistance, helping users navigate
intricate game mechanics, and designing compelling narrative experiences. This shows how conversational Al
can extend beyond its customary environments, setting the stage for more interactive digital interactions.

VII.C. Future Scope:

The future of conversational Al is very promising, fueled by swift technological developments and increasing
demands across industries. As natural language processing technologies continue to advance, conversational
agents are likely to be more skilled at comprehending and handling intricate conversations. Greater emotional
intelligence in such systems will likely develop, enabling them to detect sentiment and respond accordingly,
providing more human-like and relatable interactions.

In addition, advancements in machine learning will facilitate the creation of adaptive models that learn from
user interaction over time. This adaptability will allow conversational agents to offer more and more
personalized answers based on a user's personal history and preferences.

From the perspective of scale, future advancement could center around multilingual functionality and cultural
adaptation so that conversational agents will be able to support a worldwide population better. Ongoing review
and refinement against user input will be key in doing so.

Finally, ethics will move front and center as organizations try to make Al deployment more responsible. Bias
mitigation research, Al operation transparency, and enterprise data governance will need continuous research
to establish and sustain user trust. In short, the continued development of conversational Al technology offers
enormous opportunities for innovation that have the potential to transform customer interaction and process
efficiency in the coming years.
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