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and preserve data integrity as the trial complexity increases. Technologies based on

artificial intelligence have a transformative solution for automating data cleaning,

Accepted:18 Oct 2025 transformation, and validation processes that previously required a lot of manual time.
Machine learning algorithms are good at ranking quality issues according to analytical
effect, and natural language processing can be used to extract and standardize
information contained in unstructured clinical narratives automatically. It has been
shown in real-world applications to achieve high efficiency improvements and error
reduction in oncology trials, adverse event coding, and cardiovascular data validation.
Nevertheless, implementing it successfully requires a close consideration of legacy
system integration, privacy safeguarding with the use of federated learning, all-
encompassing training programs with a focus on technical skills and critical thinking,
strict regulatory validation to account for probabilistic system behavior, and continuous
monitoring to identify performance deterioration. The phased rollout of strategies that
start with specific pilots and human-AI collaboration models that ensure proper
oversight by experts constitutes the best avenues towards automation in organizations.
The change is necessitated by the need to harmonize the technological capabilities with
the domain knowledge, situational awareness, and ethical governance to transform
clinical programming processes without compromising on the scientific rigor.
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1. Introduction

Clinical statistical programming has reached a point of crisis as the requirements of the modern drug
development needs can no longer be handled by the traditional manual processes. Cleaning,
transformation, and validation of data have also taken up endless hours of skilled workers' time, yet
they are still prone to inconsistencies and control issues. The volume and complexity of information
collected in contemporary clinical trials have made the traditional methods less and less effective.

Interactive data cleaning frameworks have revealed that traditional quality management methods
demand substantial computational and human resources, often requiring multiple iterative passes
through massive datasets before achieving acceptable accuracy thresholds [1]. In the meantime, there
has been a radical transformation in the structural features of clinical trial protocols, which has been
accompanied by clear rises in the eligibility criteria, endpoint definitions, and procedural demands
across various therapeutic arenas and clinical development stages [2].

This change comes at a time when pharmaceutical firms and research institutions are increasingly
under pressure to speed up the drug development process without having to sacrifice data quality and
adherence to regulations. The merger of sophisticated machine learning methods with natural
language processing abilities has brought encouraging solutions to the existing bottlenecks of
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operations. Such technologies are even stronger in pattern recognition, anomaly detection, and
automated text processing, just what is required to transform the statistical programming processes.

This analysis is based on the real-life applications of artificial intelligence to clinical research
operations and uses the reported case studies and published literature as examples of both successful
and unsuccessful applications in the real-life application. The insights on these experiences are helpful
guidelines to organizations that may want to initiate similar programs.

2, Al Technologies Transforming Statistical Programming
2.1 Machine Learning for Data Cleaning

The ActiveClean framework introduced a groundbreaking concept: prioritizing data cleaning efforts
based on potential analytical impact rather than attempting exhaustive review of every data point.
This iterative approach demonstrates that correcting even relatively small subsets of erroneous
records can produce substantial improvements in downstream statistical model accuracy when
cleaning targets the most influential observations [3]. The methodology shifts resources away from a
uniform, comprehensive review toward strategic intervention where corrections matter most for
regulatory conclusions and scientific validity.

Traditional validation rules operate through predefined logic checks and range constraints, catching
obvious errors but struggling with subtle inconsistencies that manifest across multiple related
variables. Unsupervised learning algorithms address these limitations through their capacity to
identify unusual patterns without requiring extensive pre-labeled training datasets. Distance-based
methods, density-based clustering techniques, and statistical anomaly detection approaches excel at
flagging deviations from expected data distributions, particularly for complex multivariate
relationships that escape conventional validation logic [4].

Consider longitudinal clinical trials collecting repeated measurements over extended timeframes.
Such data, when reviewed manually, has a hard time being consistent in the judgment over thousands
of patient visits over months or years. Physiologically implausible curves or sudden unaccounted
changes or values that do not match the established patterns of disease progression can be identified
by machine learning models trained on past data. The capabilities are particularly useful in early
identification of systematic problems with a site, equipment calibration problems, or data entry
errors, which otherwise could continue to spread during the study period.

2.2 Natural Language Processing for Data Transformation

BioBERT is a breakthrough in text processing in biomedical fields, as it has been trained using
specialization on large amounts of corpora such as PubMed abstracts and full-text journal articles.
Such domain-specific education allows a subtle understanding of medical terms, usage context, and
semantic relationships, which general-purpose language models invariably do not understand
correctly. The bidirectional encoding architecture captures meaning from surrounding text in both
directions, allowing accurate interpretation of terms whose definitions shift based on clinical context
[3]. Adverse event documentation presents particularly thorny challenges for standardization. Site
personnel document patient experiences using varied terminology, local conventions, and inconsistent
abbreviation practices. Research on clinical abbreviation expansion has shown that task-oriented
word embedding approaches leveraging specialized medical resources substantially outperform
generic methods for disambiguating abbreviated terms based on contextual clues [4]. Processing
pipelines first normalize free-text descriptions through abbreviation expansion, synonym resolution,
and anatomical term standardization before classification algorithms assign standardized medical
codes.
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Multi-center international trials amplify these complexity factors, with adverse events potentially
documented in multiple languages using regionally-specific terminology before translation and
coding. Advanced NLP systems process both original language documentation and translated
versions, cross-referencing to maintain classification consistency regardless of initial documentation
language or site-specific conventions. This multilingual capability becomes essential for global
development programs where consistent safety signal detection across diverse geographic regions
directly impacts regulatory approval prospects.

2.3 Automated Validation Systems

Clinical decision support systems have evolved from simple alert generators into sophisticated
analytical engines that cross-validate related data elements and assess the physiological plausibility of
combined measurements. The fundamental reliability of these systems depends absolutely on
underlying data quality, creating a symbiotic relationship where robust validation enables effective
decision support, which in turn motivates investment in advanced validation capabilities [3]. Modern
CDSS architectures incorporate real-time validation during data entry, preventing error propagation
and enabling immediate correction of systematic issues before they compromise large datasets.

Deep learning architectures trained on electronic health records develop an intricate understanding of
physiological relationships spanning multiple clinical variables, laboratory values, and temporal
measurement sequences. These learned patterns enable the prediction of expected data characteristics
and the identification of deviations warranting investigation. Neural networks processing vast
historical patient datasets acquire sophisticated knowledge of normal physiological relationships,
disease-specific patterns, and treatment response profiles [4]. Applied to data validation, this
knowledge detects subtle inconsistencies invisible to traditional range checks—physiologically
impossible combinations of individually-normal values, temporal measurement patterns inconsistent
with disease trajectories, or treatment responses that defy established pharmacological principles.

The distinction between rule-based and learning-based validation approaches becomes clear when
examining edge cases. Traditional rules might specify that systolic blood pressure should fall between
80-180 mmHg and diastolic between 40-120 mmHg. A reading of 110/108 mmHg passes both
individual checks despite being physiologically implausible—pulse pressure of only 2 mmHg would be
immediately recognized as erroneous by any clinician. Systems based on learning, using real patient
data, inherently learn to know what relationships between systolic and diastolic data should be
expected, and identify when those have been violated, without the need to specify in advance all the
possible physiological constraints.

Technology Application Key Capability
Machine Learning Data Cleaning Prioritizes high-impact errors
Unsupervised Learning Anomaly Detection Identifies unusual patterns
BioBERT Text Processing Understands medical terminology
INLP Systems Abbreviation Expansion [Standardizes clinical terms
CDSS Real-time Validation Cross-validates data elements
Deep Learning Pattern Recognition Learns physiological relationships

Table 1: AI Technologies in Statistical Programming [3, 4]
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3. Real-World Applications and Case Studies
3.1 Automated Data Cleaning in Oncology Trials

Large pharmaceutical organizations have deployed machine learning-based cleaning systems for
Phase III oncology trials enrolling thousands of patients across hundreds of international sites. These
implementations build directly on ActiveClean principles, analyzing planned statistical models to
identify which data points would most substantially affect primary efficacy estimates, hazard ratios, or
safety signal detection if erroneous [5]. This analytical prioritization allows data management teams
to concentrate limited review capacity on records with genuine regulatory and scientific importance
rather than treating all queries with uniform urgency.

Oncology trials present exceptional complexity with numerous eligibility criteria, multiple treatment
arms, extensive safety monitoring protocols, and sophisticated efficacy assessments, including
imaging evaluations and biomarker measurements. Research documenting protocol design variability
reveals that oncology studies exhibit particularly pronounced heterogeneity in structure, endpoint
definitions, and procedural requirements compared to other therapeutic areas [6]. Machine learning
systems address this variability through their capacity to extract study-specific patterns and
requirements from protocol documentation and case report forms, automatically generating
customized validation rules and prioritization algorithms tailored to each trial's unique
characteristics.

Practical deployments have uncovered systematic site-level errors, including consistent transposition
of height and weight measurements, incorrect unit conversions for international laboratory results,
and temporal inconsistencies in assessment scheduling. Early detection enabled targeted site
retraining interventions, preventing error propagation throughout the remaining study duration.
Perhaps most significantly, automated systems identified critical safety signals involving dose-limiting
toxicities that initial manual review had overlooked—events requiring expedited regulatory reporting.
Such discoveries underscore how machine learning pattern recognition can augment rather than
simply accelerate human expertise.

3.2 NLP-Driven Adverse Event Coding

Clinical research organizations have implemented transformer-based NLP architectures similar to
BioBERT for automated adverse event coding across diverse therapeutic portfolios. These systems
leverage pre-training on biomedical literature to develop sophisticated medical terminology
comprehension, with bidirectional encoding enabling accurate interpretation of complex multi-
symptom event descriptions [5]. Training on hundreds of thousands of manually-coded historical
adverse event narratives allows models to learn institutional coding conventions and therapeutic area-
specific terminology patterns.

The multi-stage processing architecture first addresses abbreviation expansion and terminology
standardization, drawing on research demonstrating that task-oriented word embeddings trained on
clinical resources substantially improve disambiguation accuracy [6]. Processing pipelines expand
abbreviated terms based on surrounding context, standardize anatomical references, and resolve
synonyms before classification algorithms assign MedDRA preferred terms. This preprocessing proves
essential for handling real-world documentation variability across sites, countries, and languages.

Production deployments incorporate human-in-the-loop validation, where experienced coders review
cases with lower model confidence scores or serious adverse events regardless of confidence level.
This collaborative approach creates continuous improvement cycles through active learning, with
reviewer corrections used to retrain and enhance model performance. Organizations report that
hybrid human-AI workflows achieve superior accuracy compared to either purely manual or fully
automated approaches, while dramatically reducing coding backlogs that historically delayed database
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lock and submission timelines. Consistency improvements prove equally valuable, with inter-rater
agreement metrics showing marked gains when human coders work with Al assistance versus
unassisted manual coding.

3.3 Predictive Data Validation in Cardiovascular Research

Multi-center cardiovascular research consortia have deployed predictive validation systems analyzing
physiological relationships across dozens of measurements, including blood pressure, heart rate,
echocardiographic parameters, electrocardiogram findings, and laboratory biomarkers. Neural
network architectures trained on millions of historical patient-visit records learn expected patterns
and physiological constraints [5]. These models flag biologically implausible combinations that pass
traditional univariate range checks but violate established physiological principles.

Practical implementations uncovered systematic equipment calibration errors at specific sites,
identified through consistent offset patterns in blood pressure measurements. Other detection
successes included data transcription errors where values were entered in incorrect fields and
physiologically impossible combinations like severe aortic stenosis documented alongside normal
ventricular wall thickness. Early identification enabled rapid corrective actions, including targeted site
retraining within days of pattern detection, preventing continued error accumulation.

Information extraction from diverse clinical document formats presents substantial technical
challenges directly impacting validation system effectiveness. Clinical data exists across structured
fields, semi-structured reports, and unstructured narrative notes, each requiring different processing
approaches for reliable information extraction [6]. The use of cardiovascular applications should
include the combination of structured vital sign measurements with the information that is extracted
through the echocardiography report, catheterization note, and clinical assessment. More
sophisticated systems use multi-modal systems that execute structured measurements and
unstructured narratives concurrently, with NLP to derive contextual data that improve physiological
plausibility algorithms and allow them to detect subtle anomalies that cannot be identified by systems
that analyze structured data only.

Use Case Technology Primary Benefit
Oncology Trials ML-based Cleaning [Detected overlooked safety signals
Adverse Event Coding Transformer NLP  [Eliminated coding backlogs
Cardiovascular Validation Neural Networks  [Found systematic equipment errors
Multi-site Trials Predictive Systems [Enabled rapid corrective actions

Table 2: Real-World Implementation Outcomes [5, 6]
4. Challenge implementation and solution.
4.1 Legacy Systems and Privacy Integration.

The implementation of Al technologies in more traditional clinical research models introduces some
of the most significant challenges related to privacy protection, security measures, and overcoming the
challenge of relevance to regulatory requirements that extend far beyond the task of connecting
various computer systems. Once big clinical data sets are aggregated, and processed by machine
learning code, new privacy risks arise: patient identities may be reassembled with the help of
advanced techniques of linking them, patterns of data that seem harmless by themselves may unearth
sensitive health information, and data may be reused in ways to which patients would not have
agreed, when they signed consent forms. The problem gets worse when AI models need granular
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patient information from dozens of sites and multiple studies to build training datasets large enough
for reliable predictions [7].

Strong privacy protection demands a combination of technological defenses—think encryption
protocols, strict access permissions, detailed activity logs—working hand-in-hand with administrative
controls like formal data sharing contracts, thorough privacy risk evaluations, and ethics board
supervision. Cross-border research projects make everything more complicated, since different
countries impose their own rules. European GDPR, for instance, insists on explicit patient permission
for automated decisions and places tight limits on moving data across national borders, which creates
real headaches for running centralized AI platforms across worldwide clinical trial operations.

Decentralized training methods present an intriguing workaround for privacy concerns, though they
bring their own technical complications. Federated learning keeps data at its source location, with
only mathematical model adjustments getting shared to a central hub rather than shipping raw
patient records around. This dramatically cuts privacy risks while still producing useful analytical
results. But getting distributed systems working properly means tackling several tough problems:
making sure each local site has enough data to train meaningful models, keeping track of software
versions and pushing updates to scattered locations, and spotting data quality problems that might
hide better when information stays separated [7]. Real-world operational headaches pop up too—sites
need adequate computing power and staff who understand the technology, network connections have
to stay reliable for transmitting model updates, and monitoring systems need clever designs to catch
performance problems at individual sites without peeking at their actual data.

4.2 Training Requirements and Regulatory Validation

Getting Al systems running successfully means putting together thorough training programs that
cover both hands-on technical skills and the deeper analytical thinking needed for proper human
supervision. The learning curve stretches beyond just figuring out which buttons to click—staff need to
grasp what Al can and cannot do, spot situations where human judgment becomes essential, and
think critically about what automated tools recommend. Processing clinical data throws up countless
unusual situations where automated systems might spit out wrong answers or unclear results that
demand experienced professional interpretation [8].

Training materials should drill down on making sense of Al-generated results, judging how confident
the system seems, picking up on error patterns suggesting something's systematically wrong, and
keeping healthy skepticism about automated suggestions. This educational challenge hits especially
hard with seasoned professionals who might distrust Al systems at first or have trouble figuring out
how much to rely on them—some folks lean too heavily on automated outputs without checking
carefully enough, while others constantly second-guess perfectly good recommendations because of
baseless worries.

Getting regulatory approval for AI systems poses distinctive challenges that go way beyond standard
software approval processes. Authorities want proof not just that systems work correctly but also that
their unpredictable nature and capacity for surprising behaviors are properly controlled. Companies
need to document what their training data looks like, how their models are built, how well they
perform across different situations, and what limitations restrict where they should be used [8].
Approval paperwork must show that the AT underwent testing with realistic data covering all expected
scenarios, maintains acceptable performance across different patient groups, and includes safeguards
preventing the rollout of models whose performance has slipped. Change management procedures
should indicate how changes to the model prompt the need to make new validation testing and
regulatory disclosures, and provide a trade-off between a desire to make continuous improvements
and official approvals.
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4.3 Data Quality, Bias Mitigation, and Continuous Monitoring

Quality and the scope of training data are crucial determinants in the quality of Al systems and their
fairness towards everyone. Historical biases lurking in research populations can get magnified
through automated systems unless developers actively tackle them during the building phase. Studies
examining how trial protocols vary show systematic differences in how research gets conducted across
different patient groups, geographic areas, and medical centers, with these inconsistencies
introducing biases that undermine how well models work in new settings [8]. Thorough training data
reviews need to pinpoint where demographic groups are underrepresented, notice when trial sites
cluster geographically, and spot how data collection methods or measurement tools have shifted over
time.

These reviews require excavation as to whether the relationship between variables appears different
between subgroups, whether data quality changes in a predictable manner according to the
characteristics of sites or patient histories, and whether changes in medical practice render an older
training data set less useful in current applications. Fairness measurements ought to be established in
companies that monitor performance gaps on demographic lines, and which involve the establishment
of clear lines that signal corrective action to be taken when gaps become too wide.

Continuous monitoring systems are a very important but often ignored component of responsible Al
implementation. The model performance is also expected to reduce with time because the data
characteristics may change, the clinical practice may change, or the population of patients may
change. The models that are trained on the old data tend to be a challenge when presented on new
grounds, and therefore, constant monitoring of results and frequent rechecking is required [7].
Effective monitoring needs to watch overall accuracy numbers, performance differences across
demographic groups, how fast the system runs and how reliably, plus what users say about the results.

Companies should define specific thresholds that kick off investigations when performance drops
below acceptable levels, with clear protocols spelling out appropriate reactions from ramping up
human oversight to shutting systems down for retraining. Monitoring gets trickier for AI systems
spread across multiple studies or sites, since performance variations might signal either legitimate
population differences or troublesome quality problems needing fixes. Advanced monitoring employs
statistical quality control techniques to isolate normal variation, meaningful performance variation,
and implement root cause techniques to trace what is triggering degradation when it happens.

Challenge Solution Critical Consideration

Privacy Risks Federated Learning Keeps data at source

Legacy Integration Distributed Architecture Requires local resources

Training Needs

Comprehensive Programs

Develops critical thinking

Regulatory Validation

Transparent Documentation

Addresses probabilistic behavior

Data Bias

Fairness Metrics

Monitors subgroup performance

Performance Drift

Continuous Monitoring

Triggers timely intervention

Table 3: Implementation Challenges [7, 8]
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5. Best Practices and Recommendations.

Any companies that shift towards automation using AI should be aware of the groundbreaking
potential as well as the enormous challenges in complex research environments. Studies on interactive
data cleaning show that even partial automation delivers major efficiency and accuracy gains when
designed thoughtfully, meaning full end-to-end automation doesn't have to happen right away to see
real benefits [9]. Smart rollouts start by carefully picking initial use cases that offer obvious value,
manageable technical difficulty, and chances to demonstrate wins that boost organizational
confidence.

Pilot efforts should zero in on high-volume, repetitive work where automation brings clear efficiency
improvements while keeping strong human supervision in place. Insights gained from early projects
guide expansion plans, with successful companies usually moving from tightly focused pilots toward
wider deployment as technical abilities grow and organizational skills deepen. Research on clinical
decision support highlights that effective rollouts preserve proper human oversight instead of chasing
complete automation, with specialists reviewing and confirming system suggestions rather than
rubber-stamping automated outputs [9].

Companies should create protocols that spell out which decisions can safely get automated, which
need human review, and which call for collaborative human-AI work where systems offer suggestions
that people evaluate critically before making final calls. How user interfaces get designed matters
enormously for smooth collaboration—the best interfaces don't just show recommendations but
explain why specific decisions got made, which factors carried the most weight, and how sure the
system feels about its outputs. Such transparency enables people to make smart choices about when to
accept, adjust, or reject situation-aware recommendations made by Al systems based on situational
nuances that the systems are not likely to catch.

The ethical governance frameworks must consider privacy protection, avoidance of unfairness and
bias, transparency and accountability, and appropriate human control of the automated steps.
Organizations need to install multilayered controls that span technical protection, governance
regulations, and ethical oversight that address Al automation and privacy of patients and maintain
social trust [9]. The governance frameworks must cement down the definite policies regarding data
accumulation and utilization in training, by ensuring that all the information conforms to the initial
consent arrangement and stipulations of regulations. Privacy-by-design thinking should shape how AI
systems get built to limit data access and storage, use anonymization and encryption to protect
sensitive details, and keep thorough activity logs documenting all processing work.

Looking ahead, companies should expect continued progress in NLP capabilities for pulling
information from unstructured clinical documents, since biomedical NLP research keeps showing
steady improvements in accuracy and scope [10]. These developing capabilities will enable the
automation of more tasks that require manual document verification, such as drawing adverse events
information out of progress notes, drawing medical history out of referral records, and identifying
protocol breaches in site messages. Firms must monitor trends in federated learning and privacy-
preserving methods that have the potential to facilitate collaborative model construction across
institutions without centralizing sensitive patient information. Movement toward more explainable Al
designs will tackle current interpretation limits, with transparent algorithms offering clearer
explanations for automated suggestions and supporting better-informed human supervision.
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Practice Area Recommendation Expected Outcome
Implementation Start with pilots Builds confidence
Automation Scope  [Maintain human oversight Balances efficiency with safety
Interface Design Provide explanatory output Enables informed decisions
Governance Multi-layered protections Preserves patient privacy
Future Readiness Monitor NLP advances Expands automation capability

Table 4: Best Practices Framework [9, 10]

Conclusion

The key features of artificial intelligence include clinical statistical programming, which has
automated data quality processes, natural language understanding, and predictive validation, which
help overcome the long-standing operational bottlenecks. Frameworks of machine learning that focus
on the high-impact data corrections and domain-specific language models in their processing of
clinical narratives provide reported efficiency gains alongside improved error detection compared to
the standard rule-based validation. Practical applications in large pharmaceutical institutions attest to
significant time and quality improvements during processing, but to be effective, implementation
requires much more than implementing advanced algorithms. The protection of privacy turns out to
be the most important, and federated learning architectures can provide good opportunities for
developing collaborative models without centralizing sensitive patient information. Extensive training
should not only develop technical expertise but also critical thinking skills that will allow proper
human management of probabilistic systems. Regulatory validation has special issues that demand
explicit account of model properties, functioning with varied populations, and the process of change
management between continued enhancement and sustained assessment state conditions. These
continuous monitoring models will identify performance deterioration due to data drift or a change in
clinical practice, and statistical process controls will differentiate between typical variation and
material change that requires intervention. The strategic actions that can get ahead of the goal of
having a pilot program that carefully chooses those who will pilot the program, a strong human-AI
interaction where the automation handles the routine operations but the experts handle the
complexities, and the development of ethical governance systems that deal with fairness and
transparency, offer the best way forward. The future lies in the organizations that are able to integrate
the use of computational pattern recognition with human domain knowledge, contextual judgment,
and ethics to transform clinical programming processes without losing scientific integrity, which is
vital in promoting therapeutic innovation.

References

[1] Sanjay Krishnan et al., "ActiveClean: interactive data cleaning for statistical modeling,"
Proceedings of the VLDB Endowment, 2016. [Online]. Available:
https://dl.acm.org/doi/10.14778/2994509.2994514

[2] Kenneth A. Getz et al., "Variability in Protocol Design Complexity by Phase and Therapeutic Area,"
Drug Information Journal, 2011. [Online]. Available:
https://link.springer.com/article/10.1177/009286151104500403

Copyright © 2025 by Author/s and Licensed by [ISEM. This is an open access article distributed under the Creative Commons 2892
Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is

properly cited.


https://dl.acm.org/doi/10.14778/2994509.2994514
https://dl.acm.org/doi/10.14778/2994509.2994514
https://dl.acm.org/doi/10.14778/2994509.2994514
https://link.springer.com/article/10.1177/009286151104500403
https://link.springer.com/article/10.1177/009286151104500403
https://link.springer.com/article/10.1177/009286151104500403

Journal of Information Systems Engineering and Management
2025, 10(618)

e-ISSN: 2468-4376

https://www.jisem-journal.com/ Research Article

[3] Sharique Hasan and Rema Padman, "Analyzing the Effect of Data Quality on the Accuracy of
Clinical Decision Support Systems: A Computer Simulation Approach," AMIA Annu Symp Proc. 2006.
[Online]. Available: https://pmc.ncbi.nlm.nih.gov/articles/PMC1839724/

[4] ResearchGate, "Anomaly Detection Using Unsupervised Learning Methods," SSRN Electronic
Journal, 2019. [Online]. Available:
https://www.researchgate.net/publication/383338793_Anomaly_Detection_Using Unsupervised_L
earning_Methods

[5] Jinhyuk Lee et al., "BioBERT: a pre-trained biomedical language representation model for
biomedical text mining," Bioinformatics, 2020. [Online]. Available:
https://academic.oup.com/bioinformatics/article/36/4/1234/5566506

[6] Yue Liu et al., "Exploiting Task-Oriented Resources to Learn Word Embeddings for Clinical
Abbreviation Expansion,” blender. [Online]. Available:
https://blender.cs.illinois.edu/paper/bionlp1s.pdf

[7] Alvin Rajkomar et al., "Scalable and accurate deep learning for electronic health records," npj
Digital Medicine, 2018. [Online]. Available:
https://www.researchgate.net/publication/322695006_Scalable_and_accurate_deep_learning_for__
electronic_health records

[8] S M Meystre et al., "Extracting information from textual documents in the electronic health
record: a review of recent research,” Yearb Med Inform., 2008. [Online]. Available:
https://pubmed.ncbi.nlm.nih.gov/18660887/

[9] W. Nicholson Price II and Glenn Cohen, "Privacy in the age of medical big data," Nature Medicine,
2019. [Online]. Available: https://www.nature.com/articles/s41591-018-0272-7

[10] Lars Hulstaert et al., "Enhancing site selection strategies in clinical trial recruitment using real-
world data modeling," PLoS One. 2024. [Online]. Available:
https://pmc.ncbi.nlm.nih.gov/articles/PMC10927105/

Copyright © 2025 by Author/s and Licensed by [ISEM. This is an open access article distributed under the Creative Commons 283
Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is

properly cited.


https://pmc.ncbi.nlm.nih.gov/articles/PMC1839724/
https://pmc.ncbi.nlm.nih.gov/articles/PMC1839724/
https://www.researchgate.net/publication/383338793_Anomaly_Detection_Using_Unsupervised_Learning_Methods
https://www.researchgate.net/publication/383338793_Anomaly_Detection_Using_Unsupervised_Learning_Methods
https://www.researchgate.net/publication/383338793_Anomaly_Detection_Using_Unsupervised_Learning_Methods
https://www.researchgate.net/publication/383338793_Anomaly_Detection_Using_Unsupervised_Learning_Methods
https://academic.oup.com/bioinformatics/article/36/4/1234/5566506
https://academic.oup.com/bioinformatics/article/36/4/1234/5566506
https://academic.oup.com/bioinformatics/article/36/4/1234/5566506
https://blender.cs.illinois.edu/paper/bionlp15.pdf
https://blender.cs.illinois.edu/paper/bionlp15.pdf
https://blender.cs.illinois.edu/paper/bionlp15.pdf
https://www.researchgate.net/publication/322695006_Scalable_and_accurate_deep_learning_for_electronic_health_records
https://www.researchgate.net/publication/322695006_Scalable_and_accurate_deep_learning_for_electronic_health_records
https://www.researchgate.net/publication/322695006_Scalable_and_accurate_deep_learning_for_electronic_health_records
https://www.researchgate.net/publication/322695006_Scalable_and_accurate_deep_learning_for_electronic_health_records
https://pubmed.ncbi.nlm.nih.gov/18660887/
https://pubmed.ncbi.nlm.nih.gov/18660887/
https://pubmed.ncbi.nlm.nih.gov/18660887/
https://www.nature.com/articles/s41591-018-0272-7
https://www.nature.com/articles/s41591-018-0272-7
https://pmc.ncbi.nlm.nih.gov/articles/PMC10927105/
https://pmc.ncbi.nlm.nih.gov/articles/PMC10927105/
https://pmc.ncbi.nlm.nih.gov/articles/PMC10927105/

