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Online shopping has turned out to be very popular nowadays. Recommendation systems are 

decision aids to analyze customer’s purchase sequences and their product information to 

provide customer preferences A sequential pattern mining method called the Prefix Span 

algorithm is used to find common sub-sequences that are longer than the minimal support 

requirements. Rules are constructed using frequent sequences to improve the performance for 

identify top-N prediction. A significant challenge faced by recommendation systems is the cold-

start problem. The issue arises when the system does not have enough information to propose 

new users. This work tries to solve the issue of cold starting by incorporating sequential rules 

with the Bi-clustering approach. The recommendation system is evaluated using Precision, 

Recall, F1 measure and accuracy. Our investigation revealed that incorporating bi-clustering 

enhances performance and effectively resolves the cold-start problem. 

 

Keywords: Recommendation, Cold-start problem, Sequential pattern mining, Prefix span 

algorithm, Bi-clustering. 

 
INTRODUCTION 

Online shopping has gained massive recognition these days. Customers can access a large volume of online 

products with just one click. It has changed the conventional method of shopping. It has been better for them to 

meet their wants by shopping online. E-commerce businesses work to balance the demands of customers and 

producers. Customers require trustworthy recommendation systems because of the explosive expansion of online 

information and e-commerce firms [6]. Recommendation is an information filtering system used to analyze user’s 

past behavior and product ratings to recommend new user for purchasing products. The recommendation system is 

used to reduce the information overhead problems in variety of industries, including online shopping, e-learning, 

movies, books, news, and research publication [7]. 

A data mining method called sequential pattern mining is used to uncover common sequences and patterns in a 

sequential dataset [23]. [1] was the first to address about Sequential mining. This emerging field of data mining 

utilizes sequential data analysis to derive meaningful models from large databases. This method also used to locate 

sub-sequences in a given sequence database where the frequency of recurrence exceeds a minimum threshold. 

Sequence data mining has multitude applications in diverse discipline, from maintaining safety to health care 

[22] and from student management [21] to consumer behavior [24].  [2] Addressed Prefix Span technique to 

detect common sequential patterns. The concept behind this algorithm is, the sequence database is projected based 

on the prefixes by exploring the locally frequent sequences [15]. It gives better overall performance than FreeSpan, 

GSP [20], and SPADE algorithms [3]. Rule-Based Systems (RBS) are also referred as Expert systems (ES) is a 
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way of encoding human knowledge into an automated systems. RBS represent knowledge as a set of rules and 

provides users with analysis and recommendation based on knowledge base. Rules are represented as a set of IF-

THEN statements [4]. 

More problems were handled and solved by the recommendation system. Cold-start is one of the most critical 

challenges. The lack of information in the system is a factor in the cold-start issue. This problem does not 

constantly occur. This problem arises if the system must promote new users or new goods to existing users without 

enough information. Finding and grouping comparable people and items into clusters might help solve the cold 

start issue. In every single group, the top-N suggestions are made for new users. Traditional clustering techniques, 

such as k-means, spectral clustering, and min-max cut, take just one feature into consideration [19]. Bi-Clustering 

is clustering technique of co-grouping two types of entities simultaneously. Bi-clustering can also be called as co-

clustering or two-mode clustering or block clustering [16]. The bi-clustering approach and sequential rules are 

utilized in this research for addressing the issue of cold start. 

The rest of the section of the work is organized as follows: Section 2 is a brief overview of the literature on 

sequential pattern mining and recommendation systems. Section 3 deals with the proposed research work and the 

suggested technique. Section 4 presented implementation and results. The conclusion and further work may be 

found in Section 5. 

RELATED WORK 

In the early days, Sequential pattern mining uses Apriori algorithms to find intra-transactional associations and to 

generate rules for associations [5]. The apriori style sequential pattern mining generates too many candidate 

sequence sets. To check whether the candidate sets meet the minimum threshold, the database must be scanned 

multiple times which results in expensive costs for real-time application. As a result, the projected based databases 

are developed to reduce the cost of creating and identifying the candidates [14]. The PrefixSpan is a prefix projected 

sequential mining algorithm that employs the divide and conquer strategy for projecting frequent prefixes. It avoids 

large candidate generation thus improvising the execution time and memory storage [3]. 

The recommender system has grown as an individual research field from the mid-1990s. From the enormous 

undiscovered dataset, recommendation systems are used to produce customized recommendations [8]. 

Collaborative filtering system personalizes item recommendations for product users based on their previous history 

[10]. A content-based system evaluates the attributes of the product and makes recommendations. Knowledge-

based systems make product recommendations based on user interests and domain knowledge about people and 

items [9]. The recommendation system is used to reduce the information overhead problems in variety of 

industries, including online shopping, e- learning, movies, books, news, and research publication [13]. The 

recommendation process is used to predict and model web navigation behaviors, as well as to identify the top 

frequently visited websites [11]. Anwar [12] proposed a cross-domain recommendation system combining Topseq 

rule mining for finding common rules and sequential pattern mining methods to locate patterns. The most frequent 

issues the recommendation system encounters include scaling, limited data, over-specialization, and cold-start 

issues [27,28,29].  

The cold start issue has been approached from a variety of angles. By posing a series of queries to users, some study 

seeks to prevent the cold-start issue. Some employ hybrid methods that combine several data sources, like user 

profiles and tags, to determine how similar two objects are [18]. The item cold start problem in sequential 

recommendation is addressed by a cold start recommendation system based on meta learning [17,30]. From the 

item rating patterns, Matrix Factorization describes the items and consumers. Cold start problems can be solved 

using deep learning techniques, however this involves analyzing very huge amounts of data [25,26]. The cold start 

problem is resolved by combining association rule mining and the k-means clustering technique. The absence of 

duality between samples and features is the primary flaw in the conventional clustering approach [31]. 

PROPOSED METHOD 

In this work, the cold start issue is overcome by adopting a bi-clustering strategy. The foundation of the 

recommendation system is the analysis of each customer's purchasing history, which is used to produce common 

sequences and patterns using the Prefix-span algorithm. Rules are framed using frequent sequences and their 

support. Rules facilitate appropriate product recommendations. Figure 1 depicts the proposed work's flowchart. 
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Figure 1: The proposed work's flowchart 

1.1 Data Cleaning 

Getting the relevant information from an online retailer is the first step. They provide information about every 

customer and the things they purchased during a given time frame. The pre-processing stage of data standardizes 

the data's format and verifies its accuracy. If a tuple has any empty values or data of different types, it is considered 

to be invalid. This procedure turns the incorrect data into a standard format, simplifying the mining process. Each 

customer's purchase sequences are taken from the transactional database once the data has been pre-processed. 

The Prefix Span technique is then used to mine the customer's sequential data. 

1.2 Prefix Span Algorithm 

[2] Introduced the PrefixSpan algorithm for mining sequential patterns. PrefixSpan algorithm recursively projects 

the sequential database based on prefixes and produces the sequential patterns based on exploring the locally 

common sequences.  The prefix span technique displays the common sub-sequences bigger than minimal support 

when combined with a minimum support criterion and a sequence database. Figure 2 displays the outcomes of the 

prefix span technique for elementary sequences. 

 
 

Figure 2: Results of PrefixSpan algorithm 
Prefix Span Algorithm: 

a) Sequence database and minimal support threshold are the inputs. 

b) A list of frequently recurring sequential patterns and the evidence backing them are the outputs. 

Step 1: Locate sequences of length 1. Search the sequence database for all length-1 sequences that go beyond the 
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required level of threshold. 

Step 2: Split the search space. The frequent set of sequences are categorized into subsequences based on the 

number of prefixes. 

Step 3: The search for sequential pattern subsequences. By mining each sequence iteratively in projected 

databases, the subsequences of the sequential patterns are created. 

1.3 Bi-Clustering 

In data mining, the phrase "Bi-clustering" refers to the simultaneous clustering of a matrix's rows and columns. A 

group of rows that behave similarly across a subset of columns, or vice versa, are called bi-clusters by the bi-

clustering algorithm. A bi-clustering method that seeks out a constant bi-cluster rearranges the matrix's rows and 

columns to cluster bi-clusters with comparable values by combining similar rows and columns. Based on the 

resemblance between the client and the product, the customer purchase data is grouped into various categories. 

With the amount of support for each group, a list of users and frequently purchased things will be provided. The 

top-N products from the best support are what are retrieved. 

Bi-Clustering Algorithm: 

Input: Data Matrix A 
Output: Bi-clusters containing similar behavior among rows and columns 

Step 1: Normalize the matrix A with row and column’s diagonal matrix R and C 

An =  R−1/2  ×  AC−1/2 
Step 2: Perform singular value decomposition to partition the rows and columns of A 

An  = U ∑ VT 

Step 3: The best singular vectors are selected to project the data. 

Step 4:Create a matrix Z using the formula 

Z =  [R−1/2 U
C−1/2 V

] 

Step 5: Create a cluster using the k-means algorithm from each row of the matrix. 

Step 6: The first n_rows provides row partitioning and the first n_columns provides the column 

partitioning. 

1.4 Tackling cold start problem 

When the system lacks enough data to promote new users and items, a cold start problem occurs. Bi-clustering 

involves grouping both the users and the things they have purchased. We believe that the individuals in the group 

have comparable tastes. Upon joining the system, a new user will be allocated to one of the groups based on their 

easily available traits and get the group's suggestions or recommendation. If there are no features available about 

the new user, he will be recommended with top-N products and if the user find interest in any of the top-N 

products, then he will be put into the product group and recommends other similar product from that group. When 

a new product enters the system, its similar products are identified using cosine similarity and the new product is 

recommended in the similar product’s group. 

1.5 Recommendation 

Recommendation strategy plays a major role in e-commerce system. It can influence the reaction time and 

recommendation time directly. Rules are framed from the sequential pattern which forms the basis for 

recommendation. When a customer buys a product, the server analyses the customer purchase history and run 

product recommendation engine to find the top n products to be recommended with best support count. If the 

product sequences have fewer number of products, the next similar one with second highest score is 

recommended. If the purchase sequence data is not enough, the system recommends top-N products to the 

customers. The flow of work for the proposed recommendation algorithm is shown in Figure 3. 
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Figure 3: Flow of work for the proposed Recommendation system 
 

EXPERIMENTAL EVALUATION 

1.5 Data Set 

The data set was gathered from an online retailer that sold 541909 products to 4373 different consumers. Invoice 

No, Stock Code, Description, Quantity, Invoice Date, Unit Price, Customer ID, and Country are the eight domains 

for each record. Product code and description are referred to as stock codes and descriptions. Each client purchase 

sequence is created using the client ID to identify the common sequences. 

1.6 Evaluation metrics 

The training set and the test set are two separate sets of data that are separated from one another. Only the training 

set is used by the algorithm to build rules for product recommendations. The test set is employed to gauge how well 

the recommendation system is working. Recall and precision, which are the most widely used assessment metrics in 

information retrieval systems, are used to calculate the performance of the recommendation system, followed by F1 

measure and accuracy. 

Precision is defined as the ratio of the number of pertinent things chosen to the total number of items chosen. The 

proportion of pertinent things chosen to the total number of retrieved items is known as recall. The single metric 

known as the F1 measure is the harmonic mean and weighted average of recall and accuracy. The percentage of 

accurate forecasts to all predictions is known as accuracy.  

1.7 Results 

Table 1 shows the precision, recall, F1 measure, and accuracy performance results for various groups of customers. 

The optimal and unfavorable F1 measures are 1, respectively. High precision levels indicate that only pertinent 

things should be suggested. Not all of the goods are advised since recall values are in the middle. The 

recommendation system's average accuracy while utilizing the bi-clustering approach is 0.93. When employing 

user-based clustering to solve a cold start problem, the current system's average accuracy is 0.90. Compared to 

user-based clustering recommendation system, the suggested approach is more accurate. The performance 

comparison between user-based clustering and bi-clustering is shown in Figure 4. 

Table 1: Performance results for various groups of customers 
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Figure 4: Performance Comparison of Bi-clustering and User based clustering 

Instead of forecasting a single item, the suggested Bi-clustering based recommendation system gives consumers a 

list of the Top-N recommended things. The average prediction performance of the suggested system has proven to 

be good through trials. Consider 50 consumers at random and compare their actual sequence of purchased things 

with the anticipated items to gauge how well the algorithm predicts future purchases.  

Analysis of the result shown in Figure 5 proves the following: 

(1) More than 60% of the 50 items have the predicting accuracy of 0.9. 

(2) The similarity between actual sequence and predicted sequence is 0.927. 

(3) The predicting accuracy of rating with our method reflects well. 

 

Figure 5: Comparison between predicted and actual sequence 

CONCLUSION 

An essential element of the recommendation system is played by sequential pattern mining. In this study, bi-

clustering is employed to tackle the cold start problem while sequential pattern mining is used to identify common 

sequences from consumer transaction data. Prefix Span algorithm recursively projects the database by examining 

the locally frequent sequences when given a sequence database and little support. The common sequences that 

serve as the foundation for recommendations are used to frame the rules. Utilizing bi-clustering, the problem of 

product and user cold start is resolved by grouping customers and goods into distinct groups. Precision, recall, F1 

score, and accuracy metrics are used to gauge the system's effectiveness. Future research may take into account 

unfavorable sequential patterns for recommendations. 
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