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Earthquakes pose threats globally, most especially in developing hotspots such as the Philippines, 

given that it falls under the Pacific Ring of Fire. One of the most seismically active regions within 

the country is the Surigao region located in northeast Mindanao, where two large earthquakes hit in 

December 2023 with 7.4 and 6.8 magnitudes. The outcome of this study underscores the need for 

accurate earthquake forecasting models in such high-risk regions. Conventional methods for 

seismic signal modeling usually lose the complexity and nonlinear of seismic datasets. This paper 

uses symbolic regression with genetic programming as a means to come up with a more accurate 

and explainable model in estimating earthquake magnitudes in the Surigao area. A technique in 

machine learning, symbolic regression generates mathematical expressions which best fit empirical 

data, and it doesn't require a predefined model configuration. The developed model identifies 

critical parameters relevant to seismic phenomena and accurately estimates the magnitudes of 

earthquakes within the considered region. The model, such as the magnitude of 3.0, as happening 

in September 2024. The results obtained in this study contribute to the accuracy of forecasting for 

earthquakes by providing SR as an efficient tool for studying seismic records. These findings have 

the potential to further improve this effort in disaster preparedness and risk reduction that saves 

lives and reduces economic losses in earthquake-prone areas. Collaboration is encouraged with a 

continued comprehensive revision toward research for further exploration of broader applications 

in seismic hazard analysis. 
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Introduction 

Earthquake pose a significant threats to communities around the world, causing loss of life, property damage, and 

economic disruption. The Philippines, located in the Pacific Ring of Fire, is particularly vulnerable to seismic 

activity due to the convergence of multiple tectonic plate (Roque et al, 2023). The modeling seismic signals is very 

crucial particularly for regions prone to frequent seismic activity like Philippines. 
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The Surigao region, situated in the northeastern part of Mindanao, is one of the most seismically active areas in the 

county that experience regular earthquakes. Last December 2023, two damaging earthquakes struck the offshore of 

the Province of Surigao del sur with a recorded 7.4 and 6.8 magnitude on the 2nd and 4th of the month (PhilVocs, 

2024). It is also classified as medium level earthquake hazard according to the Global Facility for Disaster 

Reduction and Recovery. This implies that there is a 10 percent probability of experiencing earthquake tremors 

with the potential for causing damage in the vicinity for the next 50 years (GRFDRR, 2017). This necessitate the 

development of models to predict and explain this natural phenomenon, and accurate forecasting of earthquake 

magnitude in this region is crucial for disaster preparedness and mitigation efforts. 

Traditional seismic signal modelling methods often rely on predefined models that not capture the complex, non- 

linear characteristics of seismic data. To address this challenge, the researchers’ utilize the symbolic regression with 

genetic programming to develop a more accurate and interpretable seismic signal model for Surigao Earthquakes. 

Symbolic regression (SR) genetic programming (GP) is a stochastic (Poli, et. al, 2008) iteration techniques that 

propagate all possible symbolic models as valid (Vladislavleva, 2008) mathematical expression in a given set of 

input variables, basic functions and constants and searches (Lima Neto, 2009) a model (set of models) optimizing 

fitness objective such as prediction accuracy of the training set (observed data set). 

Symbolic regression (SR), a type of machine learning, offers a promising alternative by evolving mathematical 

expressions that best fit the observed data without assuming predefined model structure (Schimidt & Lipson, 

2009). SR combined with genetic programming (GP) is a well-established technique for generating the 

mathematical expression that illustrate relationship within dataset (Takaki & Tomoyuki, 2022). 

This research aims to explore the application of symbolic regression for forecasting earthquake magnitude in the 

Surigao Region. This will contribute to the field of earthquake forecasting by introducing symbolic regression as a 

powerful tool for modeling seismic data. The insight gained from the evolved mathematical expression can 

enhance understanding of earthquake dynamics in the Surigao region and improve the accuracy of magnitude 

forecasts. Ultimately, this work seeks to aid in disaster preparedness and risk reduction efforts, potentially saving 

lives and reducing economic losses in earthquake-prone areas. 

This paper uses symbolic regression (SR) with a genetic programming (GP) model to predict future values 

of earthquake magnitudes in Surigao, based on the concept of dynamical systems. Genetic programming is an 

evolutionary computation technique that is evolved using an evolutionary algorithm, which is particularly suited 

for big data. Genetic programs are developed based on genetic algorithms, which are inspired by the tools and 

procedures of evolutionary biology. During the evolutionary process, the computer program mutates or iterates to 

produce a potentially optimal model. In evolutionary biology, life evolves from simple to complex forms through 

natural selection, where individuals with higher "fitness qualities" are more likely to survive. These individuals are 

retained and paired with other highfitness individuals. Offspring are then generated with the aim of achieving 

http://www.thinkhazard.org/
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higher fitness values than their parents. The algorithm stops when an offspring is found that meets a pre- 

determined fitness score (Gorres, T., 2021). 

The development of Symbolic Regression Program 

The development of Symbolic Regression (SR) programs has a rich history rooted in symbolic dynamical 

systems (SDS). Hadamard first applied SDS in 1898 to complex systems, and in the 1950s, Von Neumann 

described SDS as a powerful framework for artificial systems. Genetic programming models, utilizing machine 

learning algorithms, were developed to extend this idea, including the symbolic regression programs by Koza 

(1994), Schmidt and Lipson (2009), and Cohen, Beykal, and Bollas (2023). System dynamics theory, particularly 

coding theory or symbolic regression programs for symbolic dynamics, involves building a state space (function or 

model), identifying statistical properties (Lind & Marcus, 2021), and modeling sequences of infinite or bi-infinite 

symbolic shift spaces. These are measured in discrete time intervals with shifts or symbolic invariant mappings 

between spaces, forming pattern modeling-based codes in a symbolic system (Marcus & Rosenthal, 2013). 

Investigating dynamic and complex systems—whether physical, biological, or ecological—requires significant 

effort to achieve meaningful results. As systems are inherently complex, researchers have developed system 

identification techniques such as symbolic regression (SR) through artificial intelligence and modern dynamical 

systems (genetic programming). In modeling and investigating real-world problems, symbolic regression 

algorithms based on genetic programming (GP) are used to identify iterated curves or functions. SR represents an 

abstract model space in topological systems for machine learning techniques (Schmidt & Lipson, 2009; Märtens, 

Kuipers, & Mieghem, 2017), which can be explained by physical systems through experimental data. 

Computer systems are employed to elucidate system dynamics and complexity (chaoticity) through probability 

theory, measure theory, and ergodic processes. Symbolic regression, used for prediction models in real-world 

problems, fits the complexity or dynamics of these systems. 

The development of modern dynamical systems and symbolic regression programs has been an active research 

area, with significant contributions from Koza (1992), Vladislavleva (2008), and Schmidt and Lipson (2009). They 

emphasize that genetic programming in symbolic regression does not assume any predefined model for the input- 

output data during the evolutionary process. 

Symbolic regression involves inferring a non-linear and linear mathematical model in a symbolic analytical 

function 𝑓: 𝑅𝑛 → 𝑅, which fits two random variables 𝑋, and such that 𝑦𝑛 = 

𝑓 (𝑥1, … … . . 𝑥𝑛) given 𝑋𝑖 = (𝑥1, … … . . 𝑥𝑛) and 𝑌𝑖 = (𝑦1, … . 𝑦𝑛) 𝑖 = 1, … . input-output data 

(Tenachi, , Ibata, and Diakogiannis. (2023) 

As explained by Poli, Langdon, and McPhee (2008), SR is a computer program or model used to fit numerical 

data within a specific interval. De Franca and Aldeia (2021) clarified that SR is used to model input-output data, 

identify systems, make predictions about unobserved samples (state space), and determine a system's statistical 

properties by simultaneously estimating coefficients or parameters and function space. 

Conversely, symbolic regression, introduced by Vladislavleva (2008) and Gorres-Abato and Tarepe 

(2014), can be expressed as: 

𝑓  = (𝑋 𝐹 𝑊) (1) 

This represents a measure-theoretic space over time. De Franca and Aldeia (2021) consider the equation (𝑋 𝐹 

𝑊)as the Interaction-Transformation for Symbolic Regression, where 𝑋 is a state (function) space in an input- 

output pair (𝑋, 𝑌) 𝐹 is a set of functions (function operators and analytic functions), and 𝐶represents the weights 

or coefficients. For example, equation (1) can be represented by a simple function resulting from mutation 

(iteration) using an evolutionary algorithm, a genetic programming (GP) approach (Poli, Langdon, & McPhee, 

2008), to optimize the search space for an interpretable expression such as: 

𝐺(𝑥𝑖) = 2 + 4𝑥1 − 4sin𝑥2
2𝑥1 +7𝑐𝑜𝑠 𝑥𝑥344 − 3log 𝑥5 

and can be represented as in (𝑋, 𝐹, 𝑊) 



J INFORM SYSTEMS ENG, 10(12s) 206

𝑋 = [[1,0], [1, 2], [4, −1], [1,0]] 

𝐹 = [[𝑠𝑖𝑛, 𝑐𝑜𝑠, 𝑙𝑜𝑔]] 

𝐶 = [2, 4, −4, 7, −3] 

Where M is a symbolic model representing a valid mathematical expression of the input variables X1, X2…Xd, 

basic functions operators F (+, -, sin, cos, etc.) and constant W. The set of constants can be finite and infinite, 

random, constant, drawn from a specific interval [a, b] (Gorres-Abato, T., and Tarepe, D., (2015), and 

Vladislavleva, (2008)). The general function will be transformed into symbolic form and filtered, resulting only a 

target functions (Rad, H. Feng,J.,and Iba, H., (2018)). 

Aside from Koza and Poli (2005), Kadierdan, K., Nathan, K., and Brunton, S., (2020) and various other researchers 

have identified that SR programs in modern dynamical systems use simultaneous parameter and function space 

estimation (Kay & Mowbray et al., 2023; Austel & Dash et al., 2017) within symbolic dynamical systems through 

measure theory, random processes, and ergodic processes, optimizing iterations of function space (model) (De 

Franca, 2018; 2022; Koza, 1992; 1994). 

Methods and Design 

A symbolic regression program (genetic programming) is a stochastic process optimizing the desired 

prediction model, and the parameters. In a dynamical system, the Symbolic regression is a function that describes 

the relation of the input - output data and can be written as; 

𝑓 = (𝑋, 𝐹, 𝜇) 

Where any input variables, 𝐹 basic functions operators (+, -, sin, cos, etc.) and 𝜇 set of measures 

(𝑥1, 𝑥2, 𝑥3, . . , 𝑥𝑛) = 𝐸 → (𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎) 

The task of symbolic regression with Genetic programming is to identify the target expression 

(function) or model in symbolic form as in equation (1); which estimates the values of a specified target variable 

based on the values of a set of input variables, that is; 

𝐸  = 𝑓  = (𝑋 𝐹 𝑊) → 𝑜𝑢𝑡𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 

The study made use of the descriptive methods of research using evolutionary algorithms particularly the genetic 

programming based symbolic regression. Data were obtained from the Phivolcs, PAGASA Caraga and Accuweather. 

The maximization can be quantitatively measured by: 

∑𝑛𝑖=1(𝐸𝑖 − 𝐸 𝑖)2 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝑀𝑆𝐸 = 

𝑛 − 1 

Where: 𝐸 𝑖= predicted value of 𝐸𝑖 using four (4) parameters. 

The parameters are: 

𝑥1= local temperature 

𝑥2= rainfall 

𝑥3= air pressure 

𝑥4= sea pressure 

𝐸 = 𝑒𝑎𝑟𝑡𝑕𝑞𝑢𝑎𝑘𝑒 𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 

𝐸 𝑖= = 1𝑥1 + 𝑤2𝑥2 + 𝑤3𝑥3 + 𝑤4𝑥4 (2)
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Where: 𝑤1, 𝑤2, 𝑤3, and 𝑤4 are weights to be determined by using Symbolic Regression via genetic 

programming (GP). The program can generate the GP search process and establish proposed model. The software 

used is the license version of DATAROBOT. 

RESULTS AND DISCUSSION 

The analytic solution to the model using the Symbolic regression with Genetic programming mathematically 

expressed by: 

𝐸  = 𝑀(𝑋 𝐹 𝑊) 

The resulting model: 

𝐸 = 2.59 + 0.06 ∗ 𝑐𝑜(𝑠𝑞𝑟𝑡(𝑥2)) − 0.04 ∗ 𝑐𝑜𝑠(2.69 + 𝑥3 − 

𝑥2 ∗ 𝑐𝑜(𝑠𝑞𝑟𝑡(𝑥2))) (3) 

and can be represented as in (𝑋 𝐹 𝑊) 

𝑋 = {[0,1], [1,1]} 

𝐹 = [𝑐𝑜𝑠, 𝑠𝑞𝑟𝑡] 

𝑊 = [2.59, 0.06, 0.04, 2.69] 

Equations (3) is the model of an earthquake in Surigao Region. From the four (4) parameters used in the study 

only two (2) parameters shown in the output model as the result of the run. In the same way, using the model as in 

equation (3) above, the prediction of an earthquake in some part of Surigao is 3.0 for the month of September 

2024. 

Conclusion 

Based on the result, it identified drivers of earthquake magnitude activities to be rainfall, and air pressure. 

The result suggests that, within this study, the complexity of the magnitude of an earthquake in the Philippines 

relate more to changes in rainfall, and air pressure, rather than local temperature or sea pressure. Excluding the 

last sets of variables could lead to an inference that they may not directly and significantly affect the dynamics of an 

earthquake magnitude within the time period and conditions given in this research. 

Recommendation 

Further modification and cross-validation method should also be applied to check the model's efficiency in 

prediction. The research could be extended easily to include more predictors. Any collaboration for creating a 

software for this particular study is very much welcome. 
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