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By means of optimization, next-generation wireless networks will be able to meet the growing 
need for lowered latency, fast data rates, and enhanced connection. We investigate two 
interesting ideas for next-generation radio networks and assess Cloud Radio Access Network 
(C-RAN) and Flexible Radio Access Network (F-RAN). These designs seek to improve network 
performance via better use of resources and overcome problems with regular radio access 
networks. F-RAN guarantees that multiple network components communicate without any 
problems and lets network management flexibility by letting resources be dispersed according 
to the demand. On the other hand, C-RAN aggregates cloud-based solutions' administration of 
radio access resources. This allows networks to save costs and promotes their collaboration. 
We investigate the benefits and disadvantages of both designs with respect to size, energy 
economy, interference control, and network speed. We also look at how each solution meets 
changing needs for high-speed transmission—including those of 5G and beyond. F-RAN is a 
great choice for large-scale operations as it is better in responding and being flexible in 
changing surroundings; C-RAN is superior in resource organization throughout the whole 
network. As this study illustrates, each one of these concepts has benefits and disadvantages. 
This helps to choose and improve wireless network architectures for future generations of 
networks.  

Keywords: Flexible Radio Access Networks (F-RAN), Cloud Radio Access Networks (C-
RAN), Next-generation wireless networks, Network optimization 

 

1INTRODUCTION 

Mobile data traffic is quickly growing as more devices are linked, more data-heavy apps are developed, and 
new technologies like the Internet of Things (IoT) are used. Hence, fast wireless networks are rather much 
essential. Conventional Radio Access Network (RAN) among older cellular networks find it difficult to satisfy 
these needs. With an eye on capacity, latency reduction, energy efficiency, and seamless user joining across a 
wide range of apps, the growth of next-generation wireless networks becomes even more vital. Flexible Radio 
Access Networks (F-RAN) and Cloud Radio Access Networks (C-RAN) two next-generation technologies might 
perhaps do this. Many people find great attraction in these concepts. Although their design and operation are 
very different, both systems provide novel and creative ideas to make wireless networks more efficient and 
better operating. Separating the control and data planes in F-RAN helps to provide adaptive and flexible 
management of radio access resources. Its considerable flexibility lets resources be best distributed across the 
many parts of the network, including scattered antennas, small cells, and large base stations including 
scattered antennae, little cells, and huge base stations. The ability of F-RAN to adapt with the times for user 
needs and network traffic is among its main benefits. This allows the network to automatically control 
changing conditions. F-RAN increases network scale and dependability by use of a distributed control 
architecture. This helps it to handle enormous amounts of data and fulfill a wide range of uses like virtual 
reality, driverless cars, and ultra-low-latency services. The flexibility of F-RAN lets one combine older and 
newer technologies, therefore enabling the migration to 5G and beyond.  
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Figure 1: Architectural Comparison of F-RAN and C-RAN in Next-Generation Wireless Networks 

By contrast, C-RAN is a method of RAN design stressing the cloud. While with C-RAN the processing tasks of 
the base station—such as signal processing—are consolidated in cloud data centers rather than scattered 
across many base stations. By means of resource sharing and cooperation across many base stations, this 
centralizing serves to improve the efficiency of the network and lower operational costs. C-RAN lets networks 
centrally control radio resources, which facilitates their cooperation and more easy management of 
interference. Sending processing activities to the cloud helps C-RAN remove the need for expensive and 
power-hungry base station equipment. This saves many dollars and energy. To control the massive data flow, 
high-capacity locations like cities need numerous base stations. This design is quite effective in some places. If 
we want to make radio networks operate better, both F-RAN and C-RAN strategies aim to do things 
differently. F-RAN focuses adaptation and flexibility; C-RAN prioritizes centralizing of resources and 
economy. The main difficulty is choosing which architecture works best in different network contexts; 
especially, as wireless technologies advance towards 5G and beyond. While C-RAN would be better 
appropriate in cities with numerous of users that require centralized administration and interference 
avoidance, F-RAN might be more suited in rural or neighborhood areas where traffic patterns fluctuate fast.  

2. RELATED WORK 

Particularly the shift from conventional Radio Access Network (RAN) to more flexible and efficient designs 
like Flexible Radio Access Network (F-RAN) and Cloud Radio Access Network (C-RAN), next-generation 
wireless networks have attracted a lot of interest. Recently, a lot of research has been conducted to see whether 
these designs can satisfy present mobile network requirements. These studies have addressed aspects like size, 
energy economy, resource management, and network speed. C-RAN has attracted a lot of investigation as it 
might assist to organize the administration of radio access resources. This reduces cross-stalk and advances 
network cooperation by means of their working environment. C-RAN is clearly beneficial as it improves 
network performance and reduces the base station level hardware requirements, according several research. 
According to one research assessing the advantages and drawbacks of unified signal processing in C-RAN, it 
might assist to reduce energy consumption and running expenses [4]. Research on C-RAN coordination have 
shown that centralized control functions assist to manage conflict and resource allocation particularly in 
congested cities [5]. Research on the scalability of C-RAN and prospective use in 5G networks also covered 
further ground. It focused on how it might maintain suitable network speed while also controlling settings for 
many users [6]. These findings reveal that C-RAN performs well at sites with high data flow, including cities, 
where consistent management may assist to maximize resources and sustain exceptional service quality by 
way of unified control. Conversely, F-RAN has attracted a lot of interest as it offers many approaches to handle 
network resources.  One of the best solutions as it can modify depending on network conditions and traffic 
patterns. Real-time traffic needs guide a suggested flexible resource management approach for F-RAN to 
control resource allocation. This lowers latency [7] and improves network efficiency. Further studies found 
that F-RAN can combine many types of network components—small cells, large base stations, dispersed 
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antennas—into one design. Great versatility of F-RAN enables it to meet the needs of recently developed 
applications like as virtual reality and self-driving cars, which need very low latency and a lot of data flow [8]. 
When demand changes, especially as rural or suburban areas where the network must be adaptable and able 
to grow since F-RAN may dynamically distribute resources, F-RAN is a great choice.  

Many studies have looked at their variations and parallels to determine which of F-RAN and C-RAN designs fit 
different types of networks. Analyzing attentively how well F-operated and C-RAN managed energy, controlled 
disturbances, and ran the network generally would help one appreciate their relative capabilities. The study 
revealed that C-RAN performs better in high-density urban areas even if it uses less energy and coordinates 
networks better than F-RAN. This is true as combined processing might greatly reduce energy consumption. 
The study also showed, however, that F-RAN is adaptable enough to match shifting traffic conditions, which 
helps regions where traffic patterns over time are difficult to project or alter [9]. By means of latency, another 
study investigated the benefits and disadvantages of F-RAN and C-RAN and found that F-RAN has lower 
latency as its control structure is not centralized while C-RAN is better in speed and resource sharing [10]. 
This would boost network speed for many various use scenarios. In situations where traffic demand changed, 
this mixed strategy was proven to increase network capacity and reduce latency. This suggests that aggregating 
the best features of both systems will provide a more consistent answer for wireless networks of next 
generation [11].  

Moreover, current advancements on how these designs will change with the release of 5G and other 
technologies are under progress. One study looked at how C-RAN may meet ultra-reliable low-latency 
communication (URLLC) and massive machine-type communication (mMTC) requirements of 5G networks. 
Particularly in crowded areas where resource management and interference avoidance are very important, the 
research indicated that C-RAN's centralized design performs well for satisfying the strict performance criteria 
of 5G. On the other hand, F-RAN proved to be better suitable for the needs of forthcoming networks that have 
to rapidly connect many different technologies and devices [12]. Studies show that both F-RAN and C-RAN 
have benefits of their own and might be used in various kinds of network situations. C-RAN works best in 
highly populated areas when processing is orderly. Conversely, F-RAN is more flexible and operates better in 
rural and changing surroundings. As wireless networks develop—especially with the arrival of 5G and 
beyond—these designs will most likely come together to combine their best features to suit the large spectrum 
of needs of next-generation wireless systems [13–14].  

3. FRAN AND CRAN TECHNOLOGY 

The Flexible Radio Access Network (F-RAN) is a technique for spreading baseband capabilities of mobile 
phone networks. This spread is possible by separating the radio activities from the baseband processor. This 
helps to better use network resources and reduces latency. Through network distribution, F-RAN can respond 
faster and more efficiently adaptably to changing needs. Designed to link a central processing unit, distributed 
units or remote radio heads (RRHs) This ensures dynamic resource allocation. When real-time services and 
applications rely on minimal latency and fast processing, this choice is very helpful. F-RAN is distributed 
hence it is more scalable and versatile, able to control a wide spectrum of network situations including high 
traffic and changing demand. Conversely, the Cloud Radio Access Network (C-RAN) is centralized and 
basesband processing units are constructed in a cloud data center [3]. C-RAN promotes scalability, 
administrative simplicity, and additional resource addition by grouping all the baseband tasks into one site. 
The system as a whole can better control its network resources considering their centralization. The cloud-
based solution simplifies overall modification, lowers the expense of running company, and helps network 
components to be worked upon jointly. Control of resources is also more flexible with centralized processing, 
which helps to coordinate activities and improves the general network performance. Urban areas have to be 
able to efficiently allocate resources among many base stations and control a significant user traffic. C-RAN 
does really well here too.  



347  

 
 

J INFORM SYSTEMS ENG, 10(13s) 

 

Figure 2:  Overview of system architecture F-RAN Network 

Including new technologies like Multi-Access Edge Computing (MEC) improves both F-RAN and C-RAN 
designs. MEC provides to the edge of the network, where mobile users are, the advantages of cloud computing. 
MEC places IT and cloud technologies near the devices themselves, therefore improving the user experience. 
For devices with little processing capability specifically, this is true. For mobile networks, this is very crucial as 
consumers want minimum delay services and quick content delivery. MEC allows resources to be closer to the 
users, therefore enabling the quicker and more flexible network. Making mobile services better in 4G, 5G, and 
beyond depends mostly on ensuring that consumers enjoy a seamless and quick experience.  

Mathematical modeling of F-RAN may be done by analyzing the distributed character of its design and the 
resource allocation optimization. Multiple remote radio heads (RRHs) linked to a central processing unit 
(CPU) form the network in F-RAN. By dynamically distributing baseband processing and radio resources, one 
aims to reduce latency and optimize resource economy.  

1. Resource Allocation Model 

Let R_i represent the resources allocated to RRH i, and T_i the processing time required at the RRH. The total 
resource allocation must satisfy the following constraint: 

∑(𝑖 = 1𝑖𝑖𝑖)𝑖𝑖 ≤ 𝑖𝑖𝑖𝑖 

Where R_max is the maximum available resources in the network and N is the number of RRHs. 

2. Latency Minimization 

The latency L in F-RAN depends on the distance between the RRHs and the central processing unit (CPU) as 
well as the processing time at each RRH. The latency can be expressed as: 

𝑖 = ∑(𝑖 = 1𝑖𝑖𝑖)(𝑖𝑖 + 𝑖𝑖) 

Where: 

- d_i is the propagation delay from the RRH i to the CPU, 

- T_i is the processing time at RRH i. 

3. Optimization Problem 

The goal is to minimize the total latency while respecting resource constraints. The optimization problem can 
be formulated as: 

𝑖𝑖𝑖(𝑖1,𝑖2, … ,𝑖𝑖) ∑(𝑖 = 1𝑖𝑖𝑖)(𝑖𝑖 + 𝑖𝑖) 

Subject to the resource constraint: 

∑(𝑖 = 1𝑖𝑖𝑖)𝑖𝑖 ≤ 𝑖𝑖𝑖𝑖 

This problem can be solved using various optimization techniques, such as convex optimization or heuristic 
methods like genetic algorithms, depending on the complexity of the network. 
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Figure 3: Overview of system architecture C-RAN Network 

Beyond this notion, fog computing is delivered to the threshold of the network the use of fog radio get right of 
entry to networks (Fog RAN). a part of the radio get right of entry to community, fog RAN integrates fog 
processing technology. This lets one get expertise faster and decreases the fronthaul load. This ensures low 
latency and improves the performance of cache at the community edge for uses like augmented truth or self-
using motors that need quick reaction. RANs the usage of fog computing decorate the community through 
strategically putting pc sources close to clients. This improves common person experience and lets in actual-
time apps. Their designs set F-RAN and C-RAN aside while side with the aid of facet you see them. F-RAN's 
unfold design reduces latency and maximizes resources in contexts in which site visitors demand 
modifications fast, consequently enhancing their match. alternatively, C-RAN's steady approach shines in 
presenting scalability, easier management, and cost-effective useful resource sharing. lowering latency, 
managing assets, and running extra correctly the MEC and fog RAN technologies blanketed into both designs 
enhance them even similarly. in conjunction with its delivery, those advances permit faster material shipping, 
stepped forward community functioning, and greater green resource management. specially those the use of 
4G, 5G, and next generations of wireless technology, they meet current cellular community requirements. 
those technologies taken together assure that F-RAN and C-RAN can meet the desires of rising offerings and 
applications desiring fast networks.  

Model  for C-RAN (Cloud Radio Access Network) 

C-RAN is based on the centralization of baseband processing units in a cloud data center, and its performance 
can be modeled in terms of resource pooling, latency, and load balancing between the cloud and remote radio 
heads (RRHs). 

1. Resource Pooling Model 

Let P_j be the power allocated to baseband processing unit j in the cloud, and R_j be the resources allocated 
for processing tasks. The total power consumption must be constrained: 

∑(𝑖 = 1𝑖𝑖𝑖)𝑖𝑖 ≤ 𝑖𝑖𝑖𝑖 

Where M is the number of baseband processing units in the cloud, and P_max is the total power budget 
available for the cloud. 

2. Data Transmission Latency 

The latency L_c in C-RAN consists of the latency associated with transmitting data from the RRHs to the 
central cloud, as well as the time taken for baseband processing in the cloud. Let D_j represent the data rate 
from RRH j to the cloud and T_{j,cloud} the time for processing in the cloud. The total latency can be written 
as: 

𝑖𝑖 =  ∑(𝑖 = 1 𝑖𝑖 𝑖) (
𝑖𝑖

𝑖𝑖

+ 𝑖{𝑖,𝑖𝑖𝑖𝑖𝑖}) 

Where: 

- d_j is the amount of data transmitted from RRH j, 

- D_j is the data transmission rate from RRH j to the cloud, 

- T_{j,cloud} is the processing time at the cloud. 
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3. Optimization Problem 

The objective is to minimize the total latency in C-RAN while respecting resource and power constraints. The 
optimization problem is formulated as: 

𝑖𝑖𝑖(𝑖1,𝑖2, … ,𝑖𝑖) ∑(𝑖 = 1𝑖𝑖𝑖)(𝑖𝑖/𝑖𝑖 + 𝑖𝑖,𝑖𝑖𝑖𝑖𝑖) 

Subject to: 

∑(𝑖 = 1𝑖𝑖𝑖)𝑖𝑖 ≤ 𝑖𝑖𝑖𝑖 

This problem can also be approached using optimization techniques such as dynamic programming, linear 
programming, or metaheuristic algorithms. 

4. RESULT AND DISCUSSION 

The chart on the left shows four graphs that show how reaction time, CPU usage, and memory usage changed 
over time for both F-RAN (the blue line) and C-RAN (the red line). The reaction time curve shows changes. F-
RAN's performance stays mostly the same compared to C-RAN's, which has slightly higher peaks. This 
suggests that F-RAN may be better at dealing with changing conditions. When it comes to CPU and memory 
usage, F-RAN and C-RAN follow similar patterns. However, C-RAN has a few more CPU spikes, which could 
be because it uses centralized processing, while F-RAN's spread nature makes CPU and memory usage more 
even. 

 

Figure 4: Representation of comparison of F-Ran and C-RAN 

Bar lines on the right side of the picture show how scaling, energy economy, availability, and total cost 
compare between the two networks, as shown in figure 4. In terms of scale, F-RAN can handle 500 people per 
second, while C-RAN can handle a few more users. As you can see from the energy efficiency picture, F-RAN 
uses 7.82 kWh of energy while C-RAN uses 17.32 kWh. This means that F-RAN's spread design is more 
energy-efficient than C-RAN's centralized method. In terms of uptime, both designs seem to work about the 
same. However, the total cost chart shows a big difference in costs, with F-RAN being much cheaper at 
$50,100 compared to $150,500 for C-RAN. From these similarities, it looks like F-RAN might work better in 
places where saving energy and money are very important, while C-RAN might be better in places where 
higher flexibility and central control are needed. Depending on the needs of the network, each design has its 
own strengths. 

Table 1: Stochastic process comparison between F-RAN and C-RAN 

Metric F-RAN C-RAN 

Response Time Fluctuates between 2-6 seconds Fluctuates between 5-15 seconds 

Memory Utilization Fluctuates between 0.3-0.7 Fluctuates between 0.4-0.6 

CPU Utilization Fluctuates between 0.5-1.0 Fluctuates between 0.4-0.8 

Total Cost $60,000.00 $80,000.00 

 

The random process comparison between F-RAN and C-RAN shows important performance measures that 
help us understand how they work and how much they cost. 
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Figure 5: Representation of stochastic process comparison 

Memory utilization: The ranges of memory utilization of both designs are somewhat similar. F-RAN comes 
between 0.3 and 0.7; C-RAN comes between 0.4 and 0.6. F-RAN uses somewhat more memory than other 
protocols, which suggests that its spread strategy may require more RAM to handle processing of data in 
different places. Given its centralized design, C-RAN reportedly uses RAM more wisely. Its homogenous 
baseband processing might help to explain this. There is just little variance, hence memory management both 
systems are very similar.  

CPU usage: F-RAN's CPU usage range covers 0.5 to 1.0, whereas C-RAN's range is 0.4 to 0.8. This is true 
because F-RAN is distributed—that is, with several external radio heads—each with different processing tasks. 
The CPU must so control a wider range of tasks, which might lead to increased difficulty in operation. On the 
other hand, C-RAN gathers all of the working on one site, which might help to utilize the CPU resources of the 
system and divide the labor more equally.  

The full expense is F-RAN is much less costly overall at $60,000 than C-RAN, which runs $80,000. There is 
this pricing difference as F-RAN's distributed design simplifies operation without expensive centralized 
processing hardware. On the other hand, C-RAN advocates more expensive baseband processing units and 
cloud data centers.  

5. CONCLUSION 

Next-generation wireless systems benefit from both Flexible Radio Access Networks (F-RAN) and Cloud Radio 
Access Networks (C-RAN). F-RAN's distributed design offers faster reaction times and more flexible resource 
sharing, therefore it is ideal for settings demanding lowest latency and flexible scalability. It's a great 
alternative for autonomous or smaller-scale installations as it can control changing traffic and provide 
reasonably priced solutions. C-RAN succeeds best, therefore, in places where shared control and resource 
allocation are valued—especially in cities with heavy user numbers. Standardizing baseband processing using 
C-RAN guarantees that all of the additional base stations cooperate, helps to add more of them, and simplifies 
management. Large, heavy-traffic networks would find C-RAN ideal even if it uses more CPU power than F-
RAN and reacts more slowly as it can control large installations and provide high degrees of uptime. Adding 
new technologies like Multi-Access Edge processing (MEC) and Fog Radio Access Networks (Fog RAN) by 
bringing processing resources closer to customers can also assist F-RAN and C-RAN performance to be 
enhanced. They so cause less latency and are more efficient. The choice between F-RAN and C-RAN ultimately 
comes down to the requirements of the network, which include latency management, cost control, and 
expansion capability. Maintaining wireless networks current and addressing the needs of today's applications 
and services relies on a mixed method incorporating the best aspects of both systems.  
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