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Precision agriculture focuses on monitoring, management information scheme, and variable rate 

technologies in cropping systems. The primary advantages of precision agriculture results in 

enhancing crop recommendations, with optimal soil and environmental impact. Crop 

recommendation, predicting the most suitable crops for a specific region or farm based on factors 

such as soil type, weather conditions (including temperature, soil pH, and rainfall), is a 

challenging task in agriculture. Various approaches have been developed for predicting crop 

recommendations; however, achieving essential factors for timely and accurate detection 

remains difficult. In this paper, we introduce a novel technique called Multivariate Piecewise 

Rand Divergencive Cockroach Swarm Optimization (MPRDCSO) for accurate crop 

recommendation with minimum time consumption. The proposed MPRDCSO technique begins 

by gathering information from the crop recommendation dataset and consists of two significant 

steps: data preprocessing and feature selection. In the first step, data preprocessing is carried 

out to clean and transform input data using Multivariate Piecewise Constant Weighted 

Interpolation and Camargo's index-based preprocessing for accurate crop recommendation. 

Following this, the feature extraction process is executed by applying Rand Indexive Jensen–

Shannon Divergenced Cockroach Swarm Optimization. In the feature extraction step, the 

number of features is collected from the dataset, and the rand similarity between the features is 

measured in the fitness measure to identify the most relevant features. With the extracted 

optimal attributes, crop recommendation is performed with higher accuracy. An experimental 

assessment of proposed technique is conducted with accuracy, precision, recall, F1-score, and 

crop recommendation time across different instances. The quantitatively discussed results 

indicate that the performance of the proposed MPRDCSO technique achieves higher accuracy 

with a reduced processing time compared to conventional methods. 

Keywords: Crops Recommendation, preprocessing, Multivariate piecewise constant weighted 

interpolation, Camargo's index, feature extraction, Rand indexive Jensen–Shannon divergenced 

cockroach swarm optimization 

 

1. INTRODUCTION 

Agriculture plays a pivotal task in addressing worldwide challenges associated to food safety, environmental 

sustainability, and economic development. Research in agriculture is deals with multifaceted challenges that extend 

beyond traditional farming practices. Climate change, resource constraints, and soil nutrients are crucial factors for 

improving plant growth and crop production. To achieve precision agriculture, a crop recommendation system is a 

technology-driven solution that helps farmers make informed decisions about suitable crops to cultivate, considering 

various factors such as climate, soil conditions, and historical data. ML-based fertilizer recommendation 

methodology has been developed for enhancing crop yields. 

 An Improved Distribution-based Chicken Swarm Optimization with Weight-based Long Short-Term 

Memory (IDCSO-WLSTM) was developed in [1] for crop predictions and recommendations based on significant 

features. However, it failed to accurately detect crop predictions when dealing through huge number of attributes. A 
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deep reinforcement learning (DRL) method was developed in [2] for crop prediction to enhance the performance of 

the crop recommendation system. However, the optimal feature selection in the crop classification system posed a 

major challenge. 

ML-based fertilizer recommendation scheme was introduced in [3], focusing on real-time soil fertility 

context. However, complexity of fertilizer recommendation system was not reduced.  An Agriculture Cultivation 

Recommender and Smart Irrigation approach were developed in [4] to assist farmers for increasing crop output. But, 

achieving accurate cultivation recommendations proved challenging issue. 

 A nutrient recommendation method was developed in [5] using an improved genetic algorithm (IGA) to 

optimize parameters for achieving maximum yield. However, it failed to reduce computational resources and was 

challenging to enhance recommendations for crop maintenance.  The Modified Recursive Feature Elimination 

(MRFE) method was introduced in [6], aims to enhance crop prediction accuracy by selecting and ranking salient 

features. However, it faces challenges in handling large feature sets. 

 An IoT-enabled soil nutrient classification method was introduced in [7] for accurate crop 

recommendations, aiming to minimize the utilization of fertilizers in the soil and consequently improve productivity. 

However, the collection of datasets did not include a diverse range of crops. Novel machine learning techniques were 

developed in [8] for crop recommendation based on precise analysis. However, achieving crop recommendation with 

more optimal features were major concern. In [10], a Geographic Information System (GIS)-based multi-criteria 

technique was introduced to assess the suitability of land for soybean production. 

1.1 Contributions  

The significant contributions of the MPRDCSO technique are summarized as follows, 

•  Design an MPRDCSO technique to solve the crop recommendation problem with minimal time in 

the agriculture domain. 

•  To address null data during the preprocessing step, the Multivariate Piecewise Constant Weighted 

Interpolation method is employed. The Camargo's index method has been developed to effectively 

remove outlier data from the dataset, thereby minimizing the time required for crop 

recommendation. 

• The MPRDCSO technique employs Rand Indexive Jensen–Shannon Divergence Cockroach Swarm 

Optimization to extract significant features for crop recommendations. The Rand Index is utilized 

for fitness estimation between features, and Jensen–Shannon Divergence is employed to discover 

global optimal solution. This enhances optimization algorithm as well as provides the extraction of 

more appropriate features. 

•  Finally, extensive experiments were conducted to evaluate the performance of our MPRDCSO 

technique and other related works. The results discussed indicate that the performance of our 

MPRDCSO technique is highly efficient, compared to other approaches. 

1.2 Structure of the paper  

 The manuscript is structured into five sections as below: Literature review works are reviewed in Section 2. 

Section 3 explains MPRDCSO technique with neat diagram. In Section 4, experimental settings and implementation 

procedures are presented, followed by a comparative analysis of different methods, and various performance metrics 

are presented in Section 5. Finally, Section 6 gives conclusion. 

2. LITERATURE REVIEW 

 A novel Artificial Neural Network (ANN) was developed in [11] to recommend suitable crops based on soil 

properties and weather parameters. However, the designed recommendation system was difficult to consider the 

crucial factors such as geographical, environmental, and economic aspects necessary for a successful farming system. 

A convolutional neural network (CNN) model, introduced in [12], incorporated a similarity tree for agriculture 

recommendations, achieving higher precision and accuracy in evaluation. However, the time complexity of the 

recommendation was not minimized. 

An electronic agricultural record (EAR) was introduced in [13] to combine numerous separate datasets to 

recommend the optimum crops fertilization.  The Nutrient Expert (NE) based decision support system was 
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introduced in [14] to generate field or area-specific fertilizer recommendations. However, effective machine learning 

models were not employed for precise fertilizer recommendations. A new cloud-based, machine learning-powered 

crop recommendation approach was introduced in [15] to predict the crops that require to cultivated depend on 

assortment of known parameters.  ML-based method for crop as well as fertilizer recommendation was developed 

[16]. This method was designed to detect crops for various seasons using multiple criteria. 

A random forest regression (RFR) was introduced in [17] to predict the season of corn N nutrition index 

(NNI) by integrating various parameters, including soil, weather, and management data. A distinct machine learning 

(ML) model was developed in [18] for crop prediction, incorporating efficient feature selection methods and raw data 

preprocessing. However, achieving higher accuracy in crop prediction posed a significant challenge. A crop 

recommendation system was implemented in [19] based on regional basis,   weather data and various machine 

learning algorithms. But, developing a fully automated system to capture reliable meteorological data was a major 

challenging issue. A Random Forest-based system was introduced in [20] to recommend crops for farmers based on 

input from temperature, soil, moisture, and nutrients. However, achieving higher accuracy was a major challenge for 

drawing improved conclusions about which crops to cultivate. 

3. METHODOLOGY  

 Agriculture is the most important source of income for a country. Precision agriculture is explained as set of 

decision support methods in agriculture aimed at handling spatial as well as temporal inconsistencies to increase 

crop yield, quality and so on. Due to rapid changes in environmental conditions, soil conditions, and water 

availability, selecting the most appropriate crop to cultivate for a given piece of land is a major challenging task in 

agriculture. This is because every crop has its specific climate conditions. To address these issues, a crop 

recommendation system plays a vital role in predicting sustainable crops and management systems. This system 

provides valuable insights for farmers to optimize crop production and enhance crop yield. In this paper, the 

MPRDCSO technique is introduced for accurate crop recommendations with minimal time consumption in the 

agriculture domain. 

 

Figure 1 illustrates architectural design of proposed MPRDCSO technique for crop recommendation. In this 

design, farmers select suitable crops for cultivation based on soil and climate conditions. The initial dataset comprises 

various features or attributes denoted as 𝑋1, 𝑋2, 𝑋3, … 𝑋𝑚 , and a set of instances or data records denoted as 
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 𝐷1 , 𝐷2, 𝐷3, … 𝐷𝑛 representing training instances. The crop recommendation dataset encompasses several variables 

such as soil characteristics and weather conditions, including phosphorus (P), nitrogen (N), potassium (K), 

temperature (T), humidity (H), pH, as well as rainfall (R). These data are obtained from the dataset for crop 

recommendation analysis. 

Following data acquisition, the proposed technique involves two stages namely preprocessing and feature 

extraction, aimed at enhancing the accuracy of crop recommendations. Initially, data preprocessing stage is 

performed to clean and transform the raw dataset into a suitable format, thus improving the crop recommendation 

process. Subsequently, relevant features are extracted from the processed dataset to enable efficient crop 

recommendation predictions and enhance accuracy with minimal time complexity.  

These two dissimilar processes of the MPRDCSO technique are explained briefly in the following subsections. 

3.1 Preprocessing stage  

Data preprocessing plays a vital step in the data mining particularly in the context of crop recommendation 

systems. It involves a sequence of operations to clean, transform, and organize the raw dataset, and making it suitable 

format for further analysis. The preprocessing stage comprises of Null data handling and Remove outliers.   

 

As shown in the above figure 2, flow processes of data preprocessing is carried out with the objective of 

attaining the structured dataset by includes different steps namely Null data handling and outlier detection.  

The raw input crop recommendation dataset ‘𝐶𝑅𝐷’ and the input features  𝑋1, 𝑋2, 𝑋3, … 𝑋𝑚 and each input data 

are represented by   𝐷1, 𝐷2, 𝐷3, … 𝐷𝑛 are acquired from the database. In the dataset, the data are organized into ‘𝑛’ 

number of rows and ‘𝑚’ columns, where each row represents an instance or record, and each column represents 

features or attributes. The sample crop recommendation dataset details of five samples, along with their features and 

respective data values that are stated in table 1.  
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With the above sample obtained from crop recommendation dataset, data processing is performed as follows,  

3.1.1 Handling null data  

Handling null (or missing) data is a fundamental step in data preprocessing stage to ensure the accuracy and 

reliability of analyses. The proposed MPRDCSO technique uses the multivariate piecewise constant weighted 

interpolation method for dealing with null data (or missing).  This method handling the missing data, based on the 

values of their nearest neighbors. Interpolation is a method used for determining a new data points based on the set 

of known nearest neighbor’s data points in the dataset. 

The missing value is determined as a weighted average of its nearest neighbors. Let's consider the feature ‘𝑋’ 

with missing data values ‘𝐷𝑝𝑀 ’, and to estimate the weighted average of its nearest neighbors. This is mathematically 

expressed as given below.  

𝐷𝑝𝑀 =  𝑤𝑎𝑣𝑔 (𝑁𝐷)  (1) 

𝑤𝑎𝑣𝑔  (𝑁𝐷) =
∑ 𝛽𝑖 𝐷𝑝𝑖

𝑛
𝑖=1

∑ 𝛽𝑖 
𝑛
𝑖=1

    (2) 

  Where, 𝐷𝑝𝑀  indicatees the missing value to be estimated, 𝑤𝑎𝑣𝑔  denotes a weighted average, 𝑁𝐷  

proximity data (i.e. nearest data), 𝛽𝑖  denotes a weight assigned to the nearest neighbor based on a distance metric. 

The distance between the two data points are estimated using Euclidean distance measure as give below,  

𝑑𝑠𝑡 = √(𝐷𝑝𝑗 − 𝐷𝑝𝑖)
2

          (3) 

Where, ‘𝑑𝑠𝑡’ denotes a distance between the two data points 𝐷𝑝𝑖 and 𝐷𝑝𝑗 .  In this way, null or missing values 

are handled.  

3.1.2 Outlier detection 

 Detecting and handling outliers is a crucial step in data preprocessing to ensure the quality of machine 

learning models. The process involves identifying noisy or outlier data points in a raw dataset that significantly 

deviate from the majority of other data points in a specific feature. The Camargo's index is utilized as qualitative 

method to assess the dependency between data points within a particular feature. It serves as a measure to determine 

whether two data points are independent or dependent. 

Let's consider the feature ‘𝑋’ with number of data points ‘𝐷𝑝𝑀 ’, The Camargo's index function is formulated 

as follows, 

 𝜑𝐶𝐼 = 1 − ∑ (
|𝐷𝑝𝑖−𝐷𝑝𝑗|

𝑚
)𝑚

𝑗=1     (4) 

 Where,  𝜑𝐶𝐼  indicates a Camargo's index function, 𝐷𝑝𝑖  denotes a current data point, 𝐷𝑝𝑗 indicates 

other data points in the particular feature,  𝑚 indicates a number of data points. From the analysis, the index function 

provides the output ranges from the 0 to 1. Set thresholds to determine which data points are considered outliers. 

𝑍 = {
𝑂𝐷𝑝, 𝜑𝐶𝐼 < 𝑇
𝑁𝐷𝑝, 𝜑𝐶𝐼 > 𝑇

  (5) 
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Where, 𝑍 denotes a outcome, 𝑂𝐷𝑝 denotes an outliers data points,  𝑁𝐷𝑝  indicates a normal data points, 𝜑𝐶𝐼  

denotes a Camargo's index, 𝑇 indicates a threshold.  From the analysis, outlier’s data points are removed.  The pseudo 

code representation of data preprocessing is given below.  

  

Algorithm 1 outlines the data preprocessing procedure aimed at minimizing the error rate associated with 

crop recommendation detection. Initially, input features and data records or instances are gathered from the dataset. 

Subsequently, null or missing data are handled using a multivariate piecewise constant weighted interpolation 

method. Missing data are filled through weighted average of other data points in specific features. Following this, 

outlier data points are identified using the Camargo's index function. A threshold value is then assigned to distinguish 

between outlier data points and normal data points. As a result, the preprocessed results are obtained. 

3.2 Rand indexive Jensen–Shannon divergenced cockroach swarm optimization based 

feature extraction  

After the data preprocessing, feature extraction is performed to reduce dimensionality of the dataset. Feature 

extraction is the process of extracting important features from the original dataset time-consuming and required 

expertise. These redundant and unnecessary features reduce the performance model. Therefore, the proposed 

MPRDCSO technique uses Rand indexive Jensen–Shannon divergenced cockroach swarm optimization to extract 

important features from the original dataset to minimize time-consuming for crop recommendation.  
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As illustrated in the above figure 3 with the preprocessed data acquired as input, first, the number of features 

are subjected to Rand indexive Jensen–Shannon divergenced cockroach swarm optimization method is used for 

extracting significant features in high-dimensional space into low-dimensional space.  

 Cockroach swarm optimization is a metaheuristic optimization enthused through basic natural activities of 

cockroach searching for their food source. Initialize populations of cockroach i.e. features’ in search space.  

𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑚} (6) 

After the initialization process, the fitness is computed based on the Rand similarity. It is a statistical 

technique used to measure the relationship between the features.  The rand similarity is mathematically computed 

as follows,   

𝑓 ⇒ 𝑅𝑆 = 1 −
| 𝑋𝑖 Δ 𝑋𝑗|

𝑚
   (7) 

Where, 𝑅𝑆  indicates a rand similarity measures, 𝑓 denotes a fitness,   𝑋𝑖 ,  𝑋𝑗  denotes features in the dataset, 

𝑚  denotes a data sample size i.e. number of features. The similarity ‘𝑅𝐶  returns a value from 0 to 1.    

 Based on the fitness evaluation, the algorithm performs three fundamental behaviors for such as chase-

swarming, dispersing, and ruthless.    

• Chase-swarming behaviors   

Algorithm selects current best features from the population based on its fitness value, and this cockroach 

moves towards the global optimum. If the fitness of one cockroach (i.e. 𝑋𝑖) is greater than that of another (i.e.  𝑋𝑗), 

after that location of local best solutions in the search space is updated towards the global best solution. The updated 

results are obtained as follows, 

𝑄 (𝑡 + 1) = 𝑄(𝑡) + 𝑀 ∗ 𝑅 ∗ 0.5|𝑋𝑔 − 𝑄(𝑡)|   (8) 

Where,  𝑄 (𝑡 + 1) denotes an updated solution,𝑄(𝑡)   denotes a current local best features, ‘𝑀’ indicates step 

that is a fixed value,𝑅 denotes random number [0, 1],𝑋𝑔 indicates the global best solution,  0.5|𝑋𝑔 − 𝑄(𝑡)| represents 

the Jensen–Shannon divergence for measuring the similarity between the global best solution and current local best 

features. Otherwise, the cockroach goes local best solution.  

𝑄(𝑡 + 1)  = 𝑄(𝑡) + 𝑀 ∗ 𝑅 ∗ 0.5|𝑋𝑙 − 𝑄(𝑡)|   (9) 
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 Where, 𝑄 (𝑡 + 1) indicates an updated solution, 𝑄(𝑡)  indicates a current local best solutions, ‘𝑀’ designates 

step that is fixed value, 𝑅 denotes random number [0, 1], 𝑋𝑙 indicates local best solutions.  

• Dispersion 

Another activity is dispersion and it is implemented to maintain the diversity among the cockroaches. Some 

cockroaches move away from the current solutions, discovering new areas of the search space. This helps to prevent 

premature convergence to suboptimal solutions.  The dispersion behavior of the cockroach in the search space is 

expressed as follows.  

𝑄 (𝑡 + 1)  = 𝑄(𝑡) + 𝐵 (1, 𝑑)   (10) 

Where, 𝑄(𝑡 + 1) indicates an updated solution, 𝑄(𝑡)  represents a current local best solutions 𝐵 (1, 𝑑) 

designates d-dimensional random vector which value is set in a assured range.  

• Ruthless behavior 

The term ruthless in this context, is likely metaphorical and refers to the selection process where weaker 

solutions are eliminated by better ones. The ruthless replacement involves replacing a randomly chosen individual 

in the swarm with this best solution. 

𝑋𝑟 = 𝑋𝑔  (11) 

Where, 𝑋𝑟 denotes a random individual in the swarm and 𝑋𝑔 indicates the global best position. The above-

said process is continued until the maximum iteration gets achieved. In this way, the global optimum feature is 

chosen for crop recommendation. As a result, optimal features are extracted from the dataset.  With the extracted 

features, crop recommendation is performed with higher accuracy with minimum time consumption. The pseudo 

code for Rand indexive Jensen–Shannon divergenced cockroach swarm optimization is given below,  

 

The Rand Indexive Jensen–Shannon Divergence Cockroach Swarm Optimization process for crop 

recommendation accuracy is described as shown in algorithm 2. Initially, the number of features in the search space 
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is initialized. After initialization, fitness is measured based on the Rand similarity measure between features. If the 

fitness of one feature is higher than other, the position of the current best solution is updated, establishing it as global 

best. Otherwise, local best solution is updated. Subsequently, Dispersion and Ruthless behavior are executed to 

replace a randomly chosen individual with the global best. This iterative process continues until a highest number of 

iterations are reached. Finally, this optimization method extracts optimized features as output for accurate crop 

recommendation and effectively minimizing the dimensionality of the dataset. 

4. EXPERIMENTAL SCENARIO   

The experimental setup is designed to evaluate the performance of the proposed Multivariate Piecewise Rand 

Divergencive Cockroach Swarm Optimization (MPRDCSO) and existing IDCSO-WLSTM [1] and DRL [2] using 

Python coding. A comprehensive crop recommendation dataset is gathered from 

https://www.kaggle.com/datasets/atharvaingle/crop-recommendation-dataset. This dataset includes relevant 

information such as soil characteristics, weather conditions, and region-specific information, historical crop 

performance. The dataset includes 8 features and 2200 instances for crop recommendation. Features in the dataset 

might include information such as: Soil-related factors such as pH, potassium, Phosphorous, Nitrogen. Climate-

related factors are temperature, rainfall and humidity. 

 

5. PERFORMANCE RESULTS ANALYSES 

 Experimental outcomes of MPRDCSO and existing IDCSO-WLSTM [1] and DRL [2] are discussed with accuracy, 

precision, recall, F-score, and crop recommendation time across different instances.    

   Accuracy: Achieving accuracy in crop recommendation involves developing models that effectively 

predict the most suitable crops for specific weather and soil conditions. The accuracy is mathematically stated as 

given below.  

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = [
   𝑇𝑅𝑝+𝐹𝐿𝑝

 𝑇𝑅𝑝+𝐹𝐿𝑝+𝑇𝑅𝑁+𝐹𝐿𝑁
] ∗ 100        (12) 

  Where  𝑇𝑅𝑝 indicates a true positive, 𝐹𝐿𝑝 denotes a false positive, 𝑇𝑅𝑁 𝑖ndicates the true negative, 𝐹𝐿𝑁 

represents the false negative. The accuracy is measured in percentage (%).  

 Precision:   It is the performance metrics that assesses the relevancy of the recommended crops. It is 

mathematically formulated as given below,  

 𝑃𝑐 = (
  𝑇𝑅𝑝

 𝑇𝑅𝑝+ 𝐹𝐿𝑝
)(13) 

Where, 𝑃𝑐 represents a Precision,  𝑇𝑅𝑝 symbolizes the true positive,    𝐹𝐿𝑝 indicates false positive.   

https://www.kaggle.com/datasets/atharvaingle/crop-recommendation-dataset
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 Recall: Recall also known as Sensitivity that is calculated based on number of true positives as well as 

false negatives during the crop recommendation.  It is calculated as follows,  

 𝑅𝑙 = (
 𝑇𝑅𝑝

𝑇𝑅𝑝+𝐹𝐿𝑛
)    (14) 

Where ‘𝑅𝑙 ‘indicates a recall, 𝑇𝑅𝑝 denotes a true positive,  𝐹𝐿𝑛 denotes the false negative.   

F-score: It is average value of precisions as well as recall. It is calculated as given below,  

 𝐹 − 𝑠𝑐𝑜𝑟𝑒 = [2 ∗
𝑃𝑐 ∗  𝑅𝑙

𝑃𝑐+ 𝑅𝑙
]    (15) 

 Where F-score is computed based on precision  𝑃𝑐 and recall ‘𝑅𝑙’.   

Crop recommendation time: It is measured as the amount of time taken to predict the most appropriate 

crops with the extracted optimal features. This is mathematically estimated as follows: 

  𝐶𝑅𝑇 = ∑ 𝐼𝑖
𝑛
𝑖=1 ∗   𝑡𝑖𝑚𝑒 [𝐶𝑃]     (16) 

Where, 𝐶𝑅𝑇  denotes a crop recommendation time, 𝐼𝑖  indicates a number of instances 𝑡𝑖𝑚𝑒 [𝐶𝑃]  denotes a 

time for crop prediction. It is computed in the unit of milliseconds (ms). 
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Figure 4 illustrates the graphical representation of crop prediction accuracy through the recommendation 

process using three methods namely MPRDCSO, existing IDCSO-WLSTM [1] and DRL [2]. The observed results 

demonstrate that the proposed MPRDCSO technique outperforms the other methods, [1] and [2]. In the experiment 

conducted with 200 instances, the accuracy was observed to be 90% using the proposed MPRDCSO technique, and 

85% and 82.5% using existing [1] and [2], respectively. The overall analysis of ten results indicates that the prediction 

accuracy, using the proposed MPRDCSO technique is significantly increased by 4% compared to [1] and 7% compared 

to [2]. This superior performance is achieved in the MPRDCSO technique's ability to perform optimal feature 

extraction from the dataset using the Rand Indexive Jensen–Shannon Divergence Cockroach Swarm Optimization 

algorithm in crop recommendation. The Rand index measures the similarity between features in fitness estimation. 

Consequently, the MPRDCSO technique extracts the most optimal features for predicting the crop, thereby enhancing 

accuracy. 
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 Figure 5 presents a graphical illustration of precision using three different methods namely MPRDCSO 

technique, existing methods IDCSO-WLSTM [1] and DRL [2]. The precision performance using the MPRDCSO 

technique was higher than that of the existing methods. This is because of the accurate classification of all instances 

into their respective classes (i.e., different crops), with only a minimal number of instances being incorrectly 

categorized. In simulations conducted with 200 inductances, the precision was observed to be 0.903 using the 

MPRDCSO technique, and it was 0.866 and 0.857 using methods [1] and [2], respectively. The analysis indicates that 

the true positive rate is enhanced by implementing an outlier data removal process in the preprocessing phase of the 

MPRDCSO technique. Additionally, the most optimal feature selection process contributes to the improved precision 

performance. Upon comparing the overall performance of the MPRDCSO technique with existing methods, it is 

evident that precision has significantly increased by 3% and 5% compared to [1] and [2], respectively.  

 

 

Figure 6 reveals the graphical illustration of recall versus the number of instances, showing the outcomes of 

three different methods namely the MPRDCSO technique, and existing methods IDCSO-WLSTM [1] and DRL [2]. 



686  
 

J INFORM SYSTEMS ENG, 10(15s) 

Analysis of Figure 6 reveals that the MPRDCSO technique consistently outperforms conventional methods in terms 

of recall. In the first iteration with 200 instances, the observed recall performance using the MPRDCSO technique 

was 0.965. In contrast, the recall values for existing methods [1] and [2] were 0.928 and 0.888, respectively. The 

statistical evaluation demonstrates a notable improvement in recall using the MPRDCSO technique. To quantify this 

improvement, a comparative analysis was conducted. The overall recall comparison results indicate that the 

MPRDCSO technique outperforms existing methods by 3% and 5% when compared to [1] and [2], respectively. This 

improvement is achieved by the MPRDCSO technique's ability to extract optimal features for crop prediction, 

providing accurate labels that enhance true positives and minimize true negatives. 

 

   

Figure 7, depicted above, illustrates the graphical representation of F-score across a range of instances, 

ranging from 200 to 2000. The observed result reveals that the F-score    using the MPRDCSO technique was found 

to be 0.932, and recall was found to be 0.895 and 0.872 by applying IDCSO-WLSTM [1] and DRL [2] respectively. 

These findings indicate an important improvement in F-measure performance with the proposed MPRDCSO 

technique in comparison to existing methods. The application of the MPRDCSO technique resulted in enhanced 

precision as well as recall during crop prediction. Subsequently, the actual predictions were made, leading to an 

overall improvement in F-score using the MPRDCSO technique. The comprehensive performance results indicate a 

considerable enhancement in the F-score of the MPRDCSO technique by 3% compared to [1] and 5% compared to 

[2], respectively. 
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Figure 8 reveals the graphical results of crop recommendation time using the three methods, MPRDCSO technique, 

and existing methods IDCSO-WLSTM [1] and DRL [2]  respectively. From the figure it noticed that crop 

recommendation time enhances through increase in number of instances from 200 to 2000. This is due to the reason 

that with larger number of instances involved during experimentation, large amount of time is said to be consumed 

during analyzing of different modules this in turn increases the time also. However, with experiments conducted with 

200 instances, the time consumed in crop recommendation time being ‘30𝑚𝑠’, the overall   time using [1] method 

was 33ms and ’35.25ms using [2]. From this result it is inferred that the   crop recommendation time using MPRDCSO 

technique was considerably reduced by 5% and 10% when compared to [1] and [2]. The improvement is due to the 

data preprocessing. The null or missing data are handled by applying a multivariate piecewise constant weighted 

interpolation method.  The duplicate data are identified and removed from the dataset using Camargo's index. This 

helps to minimize the time consumption of crop recommendation. 
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6. CONCLUSION  

 Crop prediction in agriculture for cultivation in agriculture is a complex process and multiple models have 

been proposed and tested. In this paper, an efficient crop recommendation technique MPRDCSO designed to predict 

suitable crops for cultivation based on environmental and soil qualities. The primary goal of MPRDCSO is to enhance 

the accuracy of crop prediction through efficient preprocessing and optimal feature extraction. The algorithm 

employs various steps to achieve this objective. Firstly, the raw dataset preprocessed to minimize the time complexity 

of crop recommendation. Following data processing, optimal features are extracted from the dataset using Rand 

Indexive Jensen–Shannon Divergence and Cockroach Swarm Optimization. These techniques are chosen for their 

effectiveness in identifying key features that significantly contribute to accurate crop predictions. The experimental 

assessment of the MPRDCSO algorithm is conducted with conventional techniques, using a crop recommendation 

dataset. The results obtained highlight the superior performance of the MPRDCSO algorithm. Specifically, it 

demonstrates increased accuracy in crop prediction, precision, recall, and F-score. Moreover, the algorithm proves 

effective in minimizing the time required for the recommendation process.  
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