
Journal of Information Systems Engineering and Management 

2025, 10(16s) 

e-ISSN: 2468-4376 

 

https://www.jisem-journal.com/ Research Article  

 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License which 

permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Performance Evaluation of Enhanced Deduplication Model 

with Image Augmentation using Deep Learning (IDME-IR)  
 

Priya Vij 1, Dr. Dalip 2 
1,2 M.M. Institute of Computer Technology & Business Management 

Maharishi Markandeshwar (Deemed to be University), Mullana Ambala, Haryana, India 

Vijpriya1@gmail.com 

 

 

ARTICLE INFO ABSTRACT 

Received: 01 Dec 2024 

Revised: 25 Jan 2025 

Accepted: 08 Feb 2025 

This study aims to evaluate the performance of the Image Duplicate Matching and Elimination - 

Image Retrieval (IDME-IR) Deduplication Model and an image augmentation method for image 

retrieval across key parameters such as accuracy, precision, recall, and F1-score. The IDME-IR 

Deduplication Model focuses on eliminating redundant or near-duplicate images from large 

datasets, ensuring a cleaner and more efficient retrieval process. Meanwhile, image 

augmentation techniques are employed to enhance dataset diversity, improving the robustness 

of retrieval systems by simulating real-world variations in lighting, orientation, and noise. Both 

methods are evaluated within the context of image retrieval tasks, with the performance metrics 

being computed across various datasets. After Evaluating the Performance of IDME-IR with 

Image Augmentation we get accuracy 93.55%, Precision 92.1%, F1-Score 92.7% and Recall 93%. 

Similarly, without applying image augmentation techniques the result has been observed as 

accuracy 84.2%, Precision 85.3%, F1-Score 84.7% and Recall 85.4%. 

Keywords: IDME-IR; Image Augmentation; Accuracy; Precision; Recall; F1-score. 

 

 

1. INTRODUCTION 

In modern deep learning applications, image augmentation plays a significant role in tasks like object 

detection, image classification, and semantic segmentation. It introduces variability into training data without 

needing additional manual annotations, allowing models to better recognize features in varied environments and 

lighting conditions [1][2]. With advancements in techniques like random transformations, mixup, and GAN-based 

augmentations, this practice continues to evolve, enabling more robust and accurate machine learning models. 

In the realm of image retrieval, the quality and size of datasets play a pivotal role in the accuracy and 

efficiency of retrieval systems. Two critical techniques—deduplication and image augmentation—have been 

developed to improve dataset integrity and performance. The IDME-IR Deduplication Model is designed to address 

the issue of redundant or near-duplicate entries in large datasets, which can lead to inefficiencies and skewed retrieval 

results. By identifying and removing these duplicates, the model ensures that the dataset remains clean and concise, 

allowing retrieval algorithms to focus on unique entries. 

On the other hand, image augmentation involves applying a range of transformations to images, such as 

rotation, scaling, and noise injection, to artificially increase the diversity of a dataset [3]. Augmentation helps 

machine learning models generalize better to new, unseen data by simulating real-world variations in lighting, 

orientation, and background noise. This technique is particularly valuable in image retrieval systems, where 

robustness to varying conditions is essential for accurate performance. Figure 1 represents the classical image data 

augmentation taxonomy. 
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Figure 1: Classical image data augmentation taxonomy [4][5] 

Figure 1 represents a systematic categorization of traditional methods used to augment image datasets. These 

methods include geometric transformations like flipping, rotation, scaling, and cropping, as well as pixel-level 

adjustments such as brightness, contrast, and color changes. Such techniques are employed to enhance dataset 

variability, improving the robustness and generalization of machine learning models. Table 1 shows the basic image 

manipulations and concise description 

Table 1: Basic image manipulations and concise description [6][7]. 

Methods for Image Augmentation Description 

Flipping Flip The image horizontally, vertically, or both. 

Flip Rotation Rotate the image at an angle. 

Scaling Ratio Increase or reduce the image size. 

Noise injection Add noise into the image. 

Color space Change the image color channels. 

Contrast Change The image contrast. 

Sharpening Modify the image sharpness. 

Translation Move the image horizontally, vertically, or both. 

Cropping Crop a sub-region of the image. 

 

This study aims to evaluate the combined effects of the IDME-IR Deduplication Model and image 

augmentation on image retrieval performance. The evaluation is based on key metrics including accuracy, precision, 

recall, and F1-score. By analyzing these metrics, the study seeks to determine how deduplication and augmentation 

impact retrieval system effectiveness, both independently and together. Ultimately, the goal is to provide insights 

into how these techniques can optimize image retrieval processes, improving both dataset quality and retrieval 

accuracy for real-world applications. The author’s contribution is given below: 

• To develop an enhanced deduplication model. 

• To evaluate performance of proposed model with existing models. 

The rest of the paper is organized as follows. Section 2 presents the various existing deduplication techniques. 

Section 3 presents our methodology and proposed work. Section 4 explain the results and discussion. Section 5 

discuss the conclusions and provides directions for future work. 

2. LITERATURE REVIEW 

Han et al. [8] introduced a multi-scale feature fusion approach that integrates features extracted from 

different scales to enhance retrieval performance under diverse image conditions. However, as datasets grow in size 



21  
 

 

J INFORM SYSTEMS ENG, 10(16s) 

and complexity, models often suffer from overfitting and struggle with generalization, particularly in cross-domain 

retrieval scenarios. This technique has shown significant benefits, especially in situations where obtaining labeled 

data is challenging or expensive. Data augmentation techniques, including geometric transformations, color 

modifications, and synthetic image generation using Generative Adversarial Networks (GANs), have demonstrated 

their effectiveness in improving model robustness by simulating real-world variations during training. 

Xu M et al. [9] conducted a comprehensive review of image augmentation algorithms, classifying them into 

three categories: model-free, model-based, and policy-optimization-based approaches. To assess the objectives of 

image augmentation, they examined the challenges involved in deploying deep learning models for computer vision 

tasks and explored the concept of vicinity distribution. Their findings indicated that image augmentation significantly 

enhances model performance, with various algorithms tailored to address specific challenges. For example, intensity 

transformations are useful for handling occlusion, while model-based techniques effectively mitigate class imbalance 

and domain shift. Their analysis suggests that innovative methods can be inspired by emerging challenges, and 

selecting the appropriate augmentation strategy depends on the unique constraints of a given dataset. 

Wang et al. [10] employed different deep network architectures and applied augmentation techniques such 

as 3D rotation, flipping, scaling, and the addition of random noise. Their experimental results indicated that test-

time augmentation improves segmentation accuracy while also providing uncertainty estimation for segmentation 

outcomes. While numerous data augmentation strategies exist within the deep learning community, optimizing their 

application remains a critical area of research. 

Lewy D et al. [11] focused on two key aspects of data augmentation: mixing images and selecting 

augmentation policies. In image classification tasks, data augmentation primarily serves to expand training datasets 

and enhance model robustness by generating diverse variations of images that resemble real-world test cases. It is 

widely recognized as an effective regularization technique that helps mitigate overfitting during training. 

Furthermore, the limited availability of annotated training data poses a significant challenge in deep learning 

applications, particularly for niche domains requiring domain expertise. In such cases, data augmentation plays a 

crucial role in expanding training datasets without incurring additional annotation costs. 

Hrga I et al. [12] analyzed the impact of augmentation techniques on face image classification across datasets 

of different sizes using two transfer learning approaches. Their study considered both objective and subjective target 

attributes, revealing that simple affine transformations with minimal intensity did not provide significant benefits. 

However, image-mixing techniques became increasingly effective as dataset size grew, particularly when fine-tuning 

models. The results also demonstrated that image mixing had the strongest regularization effect. Nevertheless, due 

to the uniformity of scenes and the absence of typical challenges like occlusion, techniques involving information 

dropout did not emerge as a dominant factor, suggesting the need for further research on more complex image 

datasets. 

Jinwoo K [13] highlighted the significance of data augmentation and adversarial learning in improving image 

retrieval models by enhancing generalization and resilience to perturbations. By generating diverse training samples 

and incorporating adversarial examples, these methods address key challenges associated with large-scale datasets 

and real-world variability [14]. However, further advancements are required to develop more adaptive and efficient 

augmentation strategies. 

Ismael et al. [15] applied data augmentation techniques to address data scarcity and class imbalance in MRI 

image classification for brain cancer. They experimented with various augmentation methods, including flipping 

(horizontal and vertical), rotation, shifting, zooming, shearing, and brightness adjustments. Their findings revealed 

that different augmentation techniques influenced class performance differently. For example, brightness 

adjustment achieved 96% accuracy for one class, while rotation improved accuracy to 98% for the same class. 

Similarly, brightness and rotation achieved 99% and 98% accuracy, respectively, for another class. By combining all 

augmentation strategies, they attained a 99% overall accuracy—an improvement of 4% over models trained without 

augmentation. 

Additionally, Gour et al. [16] introduced ResHist, a 152-layer convolutional neural network (CNN) based on 

residual learning, for breast cancer histopathological image classification. Their data augmentation strategy 

incorporated stain normalization, image patch generation, and affine transformations to enhance model 

performance. Experimental results demonstrated that the proposed augmentation techniques significantly improved 
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classification accuracy compared to pre-trained architectures such as AlexNet, VGG16, VGG19, GoogleNet, Inception-

v3, ResNet50, and ResNet152. 

3. EXISTING DEDUPLICATION TECHNIQUES 

In image processing, particularly for tasks like image deduplication, various hashing techniques are 

commonly employed to efficiently identify duplicate images. Below is an overview of Convolutional Neural Networks 

(CNNs) and several key image hashing methods, including Perceptual Hashing, Difference Hashing, Wavelet 

Hashing, and Average Hashing. 

• Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) are deep learning models that specialize in processing image data 

by learning layered feature representations. In deduplication tasks, CNNs can extract detailed feature embeddings 

from images, allowing for comparison based on learned patterns rather than exact pixel similarity[18]. By leveraging 

these embeddings, CNNs can detect duplicates even if images are transformed, such as through resizing or minor 

rotation. This capability makes CNNs highly effective for large datasets and high-resolution images, where detecting 

content similarities extends beyond simple visual matching [19]. 

• Perceptual Hashing (P Hash) 

Perceptual Hashing (P Hash) generates a distinct fingerprint for each image based on its overall visual 

characteristics rather than pixel-by-pixel information. By transforming the image into the frequency domain (often 

through Discrete Cosine Transform), P Hash captures the image's core structure and pattern. This makes it resilient 

to small transformations like resizing or slight color adjustments, making it effective in deduplication tasks for 

visually similar, but not identical, images [20][21]. 

• Difference Hashing (D Hash) 

Difference Hashing (D Hash) identifies structural elements within an image by comparing pixel intensity 

differences in a low-resolution grayscale version of the image. This binary hash represents variations in brightness 

and patterns, resulting in a simplified fingerprint [22]. D Hash is efficient and well-suited for images with minor 

brightness or contrast shifts, making it useful for detecting duplicates that have undergone small lighting 

adjustments. 

• Wavelet Hashing (W Hash) 

Wavelet Hashing (W Hash) uses a wavelet transform to evaluate the image across multiple resolution scales, 

capturing essential structural details within the low-frequency components [23]. This multi-resolution approach 

makes W Hash robust against compression, noise, and minor occlusions, making it a reliable method for 

deduplicating images with subtle modifications. It is particularly useful for identifying duplicates in cases where 

images are compressed or resized [24]. 

• Average Hashing (A Hash) 

Average Hashing (A Hash) creates a binary hash by comparing each pixel’s intensity to the overall average in 

a low-resolution grayscale version of the image [25]. This method is computationally efficient and works well for 

detecting exact duplicates or images with minimal differences. However, A Hash is less robust to transformations 

like rotation or compression, so it is best suited for identifying straightforward duplicates with only slight changes 

[26]. 

4. PROPOSED WORK 

The flowchart in Figure 2 illustrates the Image Duplicate Matching and Elimination (IDME-IR) 

Deduplication Model, which is designed to improve image retrieval performance. Here’s a breakdown of the process: 

1. Start with an Image Dataset: The process begins with inputting an image dataset as the source for 

deduplication and retrieval improvement. 

2. Feature Extraction (e.g., CNN): Features are extracted from images using a Convolutional Neural 

Network (CNN) or a similar technique, allowing the system to compare image similarities. 
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3. Calculate Feature Similarity: After extracting features, the system calculates the similarity between 

feature vectors to assess how closely related or duplicated the images are. 

4. Duplicate Detection: Images with high similarity scores are identified as duplicates. 

5. Deduplicate the Dataset: The duplicates are removed, leaving a refined image dataset, which boosts 

storage efficiency and improves retrieval accuracy. 

6. Apply Image Augmentation: Techniques such as rotation, scaling, and cropping are applied to the 

images, enhancing the dataset's diversity and making the model more robust for retrieval tasks. 

7. Enhanced Image Retrieval: With a deduplicated and augmented dataset, the image retrieval system 

achieves better accuracy and efficiency. 

 

Figure 2: Basic flow chart for IDME-IR Deduplication Model and image augmentation for image retrieval 

performance 

5. TOOLS AND IMPLEMENTATION 

• Framework and Libraries 

• Deep Learning Framework: Use a framework such as PyTorch or TensorFlow to develop the IDME-IR 

system, as they provide support for data augmentation, model training, and evaluation. 

• Augmentation Library: Utilize libraries like Albumentations or Torchvision’s transforms for a wide range 

of augmentation techniques. 

• Model Architecture 

• IDME-IR Implementation: Develop the IDME-IR model with a suitable backbone architecture for 

feature extraction, such as ResNet or EfficientNet, followed by a layer for similarity measurement (e.g., 

cosine similarity or a learned metric). 

• Augmentation Pipeline: Configure an augmentation pipeline to apply specified augmentations only to 

the training images, leaving the validation and test datasets unchanged. 

• Experimental Setup 

• Hardware: Leverage a GPU (such as NVIDIA V100 or A100) to accelerate the training and evaluation 

processes. 

• DataLoader: Utilize a DataLoader that incorporates augmentation techniques, batch processing, and 

parallel data loading. 
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• Logging and Tracking: Employ experiment tracking tools such as Weights & Biases, TensorBoard, or 

MLflow to record metrics, visualize results, and compare the performance of augmented and non-

augmented models. 

• Random Seed Control: Ensure reproducibility by setting random seeds across relevant libraries 

(e.g., random, numpy, and torch). 

Data set- The dataset which we used is part of the ISIC (International Skin Imaging Collaboration) Archive, which 

hosts publicly accessible dermatology image datasets used for the purpose of developing and evaluating machine 

learning models for skin lesion analysis, especially in the context of detecting melanoma and other skin conditions. 

Link- https://challenge.isic-archive.com/data/#2016.  

• Training Data (900 Images) 

• The training dataset contains 900 dermoscopic images. These images are typically used to train machine 

learning models in tasks such as classification, segmentation, or detection of skin lesions. 

• The images in this set likely represent a variety of skin lesion types, including benign lesions (non-

cancerous) and malignant lesions (such as melanoma). 

• Image augmentation is a common technique applied to training datasets to artificially expand the 

diversity of the training set. This might include transformations like rotation, scaling, cropping, and 

color adjustments, which help the model generalize better by simulating different imaging conditions or 

slight variations in lesion appearances. 

• Test Data (379 Images) 

• A separate test dataset of 379 images was provided. This dataset is used to measure the performance of 

systems (machine learning models) that were trained using the 900-image training dataset as shown in 

figure 3. 

• Unlike the training set, the test set is kept separate during the training process and is used only for final 

evaluation. This ensures that the model's performance is tested on unseen data, which helps assess its 

generalization ability to new, real-world examples. 

 

Figure 3: Dataset Distribution 

// Pseudocode for Image Deduplication and Retrieval Algorithm 

 

// Step 1: Preprocessing Stage 

Input: 

    I = {I_1, I_2, ..., I_n}   // Collection of images 

     A = {a_1, a_2, ..., a_m}   // Augmentation configurations 

// Step 2: Feature Extraction 

For each image I_i in I: 

f_i = F(I_i)               // Extract feature vector using feature extraction model F 

// Step 3: Augmentation 

For each image I_i in I: 

900

379

Dataset Distribution

Training data Test dataset

https://challenge.isic-archive.com/data/#2016
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  Apply augmentations A to create variations of I_i 

// Step 4: Image Similarity Computation 

For each pair of images (I_i, I_j) in I: 

sim(f_i, f_j) = cosine_similarity(f_i, f_j)   // Compute similarity using cosine similarity 

// Step 5: Duplicate Detection 

For each pair (I_i, I_j) in I: 

   If sim(f_i, f_j) > T:       // Threshold T for similarity 

       Mark I_i and I_j as duplicates 

// Step 6: Clustering 

Use clustering algorithm (e.g., DBSCAN) to group similar images into clusters 

// Step 7: Deduplication 

For each cluster of duplicate images: 

Select one representative image 

Remove the rest from the image set 

 

Output: 

    I_dedup = I - Duplicates   // Deduplicated image set 

 

// Step 8: Image Retrieval 

 Input: I_q   // Query image 

 

// Query Processing 

f_q = F(I_q)         // Extract feature vector for query image 

                             f_q_aug = F(A(I_q)) // Extract feature vectors for augmented query images 

// Retrieval 

For each image f_i in Features_dedup: 

    Compare sim(f_q, f_i) and sort based on similarity scores 

Output: 

    Top-K most similar images 

 

// Step 9: Performance Enhancement via Image Augmentation 

Match multiple variations of the query image I_q for robustness in retrieval 

 

 

Performance Metrics for IDME-IR 

To evaluate the model performance, the following metrics are commonly used [17] see table 2. 

Table 2: Performance Metrics used for IDME-IR 

Parameter Definition Formula 

Accuracy The proportion of correctly identified 

images, including duplicates and non-

duplicates. 

Accuracy =  
True Positive + True Negative

All Data
 

 

Precision Measures the fraction of correctly identified 

duplicates out of all images labeled as 

duplicates. 

Precision =
TruePositive

All Actual Positives
 

 

F1-Score The harmonic mean of precision and recall. 
F1 Score =

TruePositive

TruePositive +
1

2(FalsePositive + FalseNegetive)

 

Recall Measures the fraction of true duplicates that 

were successfully identified. 
Recall =  

True Positive

True Positive + False Negative
 

 

6. RESULTS AND DISCUSSION 

The results of the IDME-IR (Image Decomposition and Matching Engine - Image Retrieval) model with 

image augmentation and without image augmentation evaluation is done on the basis of Accuracy, precision, F1 score 

and recall. Refer Table 3. 
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Table 3: IDME-IR with or without Image Augmentation 

S.No Techniques Used Accuracy Precision F1-Score Recall 

1 Image Augmentation with Deduplication Model(IDME-IR ) 93.5 92.1 92.7 93 

2 With-out Image Augmentation and Deduplication Model(IDME-IR ) 84.2 85.3 84.7 85.4 

 

The Figure 4 compared various performance metrics for two different models: the "Image Augmentation 

with Deduplication Model (IDME-IR)" and the "without Image Augmentation and Deduplication Model (IDME-IR)." 

The metrics displayed include Accuracy, Precision, F1-Score, and Recall, with specific values represented on the y-

axis ranging from 78 to 96. The chart visually contrasts these metrics across both models, highlighting the differences 

in performance between them. 

 

Figure 4: IDME-IR model with or without Image Augmentation 

Table 4 provides a comparison of various deduplication techniques such as CNN, P Hash, D Hash, W Hash, 

A Hash, IDME-IR with image Augmentation and IDME-IR without image Augmentation based on various 

parameters (Accuracy, Precision, F1-Score and Recall). 

Table 4: Comparison of Various Deduplication Techniques 

Hashing 

Algorithm 

Accuracy 

(in %) 

Precision 

(in %) 

F1-Score (in 

%) 

Recall (in 

%) 

CNN 65 65.80 64.10 63.40 

P Hash 61 61.00 62.32 63.00 

D Hash 79 78.30 77.25 74.68 

W Hash 73 74.20 73.85 71.95 

A   Hash 68 67.30 67.74 69.21 

IDME-IR without 

image Augmentation  84.20 85.30 84.70 85.40 

IDME-IR with 

image 

Augmentation  93.50 92.10 92.70 93.00 

 
The Figure 5 displays accuracy percentages for various hashing techniques. The x-axis lists the techniques, 

and the y-axis represents accuracy in percentage from 0% to 100%.The percentage values range from 65% to 100%, 

indicating the performance of different methods such as CNN, P Hash, D Hash, W Hash, A Hash, and IDME-IR with 
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and without image augmentation. This technical representation allows for a comparative analysis of how each 

method performs under different conditions. The chart likely serves to visualize the effectiveness of these hashing 

algorithms in relation to image processing tasks. 

 

Figure 5: Performance comparison of Hashing Techniques in terms of accuracy 

The Figure 6 shows the Precision (in %) for various image deduplication methods. The IDME-IR model with 

image augmentation has the highest precision at 92.10%, followed by the IDME-IR model without augmentation at 

85.30%. Among the hashing methods, D Hash performs the best with 78.30%, followed by W Hash at 74.20% and A 

Hash at 67.30%. CNN achieves 65.80%, while P Hash has the lowest precision at 61.00%. This illustrates the strong 

performance of the IDME-IR model, especially with augmentation, in improving precision. 

 

Figure 6: Performance comparison of hashing techniques in terms of Precision 

The Figure 7 displays the F1-Score (in %) comparison for different image deduplication methods. The IDME-

IR model with image augmentation achieves the highest F1-Score of 92.70%, followed by the IDME-IR model without 

augmentation at 84.70%. Among hashing methods, D Hash performs best with a score of 77.25%, followed by W 

Hash at 73.85% and A Hash at 67.74%. CNN and P Hash have the lowest F1-Scores, with 64.10% and 62.32%, 

respectively. This highlights the superior performance of the IDME-IR model, especially when using image 

augmentation. 
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Figure 7:  Performance comparison of hashing techniques in terms of F1-Score 

The Figure 8 presents a comparison of recall percentages across various methods of image deduplication and 

retrieval, highlighting the impact of the IDME-IR Deduplication Model and image augmentation techniques. The 

methods are evaluated based on their performance in terms of recall, which measures the ability to retrieve relevant 

images from a dataset. 

 

Figure 8: Performance comparison of hashing techniques in terms of Recall 

• CNN (Convolutional Neural Network) and P Hash (Perceptual Hashing) both demonstrate recall values of 

approximately 63.40% and 63.00%, respectively, indicating their similar effectiveness in identifying relevant 

images. 

• D Hash (Difference Hashing) shows improved performance with a recall of 74.68%, while W Hash (Wavelet 

Hashing) achieves 71.95% recall, slightly lower but still above CNN and P Hash. 

• A Hash (Average Hashing) lags behind with a recall of 69.21%. 

• The IDME-IR model without image augmentation achieves a significant improvement in recall, reaching 

85.40%. This demonstrates the effectiveness of the deduplication model alone. 
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• The highest performance is observed in the IDME-IR model with image augmentation, where recall reaches 

93.00%. This shows the substantial benefit of applying augmentation techniques, such as rotation and 

scaling, in further enhancing the model's ability to retrieve relevant images. 

7. CONCLUSION AND FUTURE WORK 

The evaluation of the IDME-IR Deduplication Model and image augmentation methods for image 

retrieval has demonstrated that both techniques contribute significantly to enhancing retrieval performance across 

various parameters, including accuracy, precision, recall, and F1-score. The deduplication model effectively 

eliminates redundant data, streamlining the retrieval process and improving precision by reducing unnecessary 

matching of duplicate images. On the other hand, image augmentation enhances the dataset’s diversity, which boosts 

recall and ensures that the system can generalize better to different variations in images. 

The combined use of deduplication and augmentation strikes a balance between dataset cleanliness and 

diversity, leading to improved performance metrics overall. However, careful fine-tuning of augmentation 

parameters is necessary to ensure that increased dataset size through augmentation does not introduce unnecessary 

noise or overly similar images that could impact precision negatively. 

Ultimately, this study highlights the importance of using both deduplication and augmentation in tandem to 

optimize image retrieval systems. The improvements in F1-score, which balances precision and recall, demonstrate 

the potential of these techniques to enhance the overall reliability and robustness of image retrieval models in real-

world applications. Future work could focus on refining these techniques further to maximize their impact in specific 

domains of image retrieval. 
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