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Introduction: The developments in Internet of Medical Things (IoMT), communications 

technologies, and wearable sensors have made it possible for humans to live wiser lives, all 

thanks to pervasive computing. This has led to better healthcare services. The IoMT has the 

ability to completely transform the healthcare system. Caretakers, medical professionals, 

patients, and wearable sensors linked to software and ICT make up IoMT. Notable among the 

many growing industries with enormous demand is healthcare. 

Objectives: This study uses the Chaotic Satin Bowerbird Optimization Algorithm (CSBOA) for 

feature selection in conjunction with Convolutional Neural Networks (CNN) and Long Short-

Term Memory (LSTM) networks to create an optimal heart disease diagnosis system. Improving 

classification performance while lowering computational complexity is the aim. 

 

Methods: The incorporation of cognitive behaviour into IoT technology has also attracted the 

attention of several researchers. Combining CNN and LSTM networks with a Chaotic Satin 

Bowerbird Optimisation Algorithm (CSBOA) for feature selection is the proposed hybrid 

classical for heart disease detection in this study. To improve computing performance and 

decrease dimensionality, the CSBOA isolates the most important attributes.  

Results: Convolutional neural network–long short-term memory (CNN–LSTM) construction 

enables strong classification by capturing data patterns in both space besides time. The suggested 

model outperformed previous approaches using the UCI heart disease dataset, achieving 

superior presentation indicators such as high recall, accuracy, precision, besides F1-score.   

Conclusions: By using CSBOA, feature selection was further optimised, achieving a happy 

medium between precision and computational burden. Offering a dependable and efficient tool 

for heart disease detection, this hybrid technique shows great promise for real-world healthcare 

applications. 

Keywords: Internet of Medical Things; Chaotic Satin Bowerbird Optimization Algorithm; Long 

Short-Term Memory; Heart Disease Detection. 

 

INTRODUCTION 

A network of networked computing devices, machines, items, people, or animals that can move data within the 

network autonomously is known as IoT [1]. Included in this category are the monitoring and regulating schemes that 
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make smart homes possible, such as HVAC systems, thermostats, and the IoT. Besides transportation and healthcare, 

IoT has applications in industrial automation, energy response to both natural and man-made catastrophes, and 

other fields as well [2]. Several IoT uses throughout industries. IoT technology aids in persuading the top traffic 

authority to implement a data congestion monitoring scheme with a sharp area structure. In their presentation of the 

IoT for environmental condition monitoring, the authors from [3–4] used disappointment numbers, sullying control, 

and alert triggers in times of crisis. 

According to the current situation, the most demanding fields of study are the Internet of Things (IoT) applications 

in healthcare [5]. An increasingly important role for the Internet of Medical Things (IoMT) is to recover the reliability, 

accuracy, and speed of healthcare IT [6]. Seeing a doctor for any minor issue is extremely dangerous in light of the 

present pandemic crisis. Therefore, to may simply keep tabs on health records with IoMT devices, letting us to take 

initial safeguards independently [7]. 

A web of interconnected, internet-enabled medical equipment is what makes up an IoMT framework consists of 

multiple stages [8]. The first step is to gather medical data from the patient's body through the use of smart sensors 

combined with smart implanted or wearable devices that are linked by a wireless sensor network (WSN) or a body 

sensor network (BSN) [9]. The following part, which handles the analysis and prediction, will then get this data via 

the internet. Appropriate data interpretation performances based on AI can be used for analysis after receiving the 

medical data [10]. Assistive artificial intelligence (AI) apps for smartphones make it easier to contact medical 

professionals or other services in the event of an emergency. People can take steps to protect themselves from less 

dangerous situations. 

With the help of artificial intelligence (AI), a computer or robot can be programmed to mimic human intelligence and 

carry out formerly human-only jobs [11]. A machine can also monitor health parameters utilising the implanted or 

wearable sensors on the body of the person under observation within a healthcare system with procedures [12]. AI 

can improve the user experience while managing and preventing diseases in real-time. The patient's highly private 

medical records are handled by SHS. This makes the provision of critical security measures in SHS based on IoMT 

an extremely important undertaking [13]. Performing web-based security device, identifying network intrusions and 

intermediate security threats within IoMT systems, etc. are all ways in which AI can help with IoMT security. Artificial 

intelligence (AI) can automatically warn several parties in an emergency, allowing them to take immediate action and 

maybe save a life [14]. As a result, physicians may quickly handle patient records and offer after-hours medical care 

with the help of AI. An further use case for blockchain technology is enhancing the safety of an IoMT network [15]. 

Data integrity and security are ensured by this distributed database, which stores information digitally in a 

decentralised and safe manner. Therefore, it establishes credibility independently of any intermediaries. One 

potential application of blockchain technology in IoMT is the enhancement of server security for electronic health 

records (EHRs) such as MedRec, which can be utilised for the management of access controls and permissions related 

to patient data [16]. 

Given the foregoing, it is clear that LSTM and CNN are equally capable of producing respectable outcomes when it 

comes to short-term load forecasting [17]. Hence, it is reasonable to assume that combining CNN with LSTM will 

further decrease the forecasting error. Current methods could not work all the time because of sudden shifts in 

demand, according to recent studies. Hence, additional study is necessary to address the present difficulties and 

shortcomings of the current methods. 

This study suggests a novel hybrid model that integrates Convolutional Neural Networks (CNN) besides LSTM 

networks Satin Bowerbird Optimization Algorithm (CSBOA). The CSBOA enhances the model's efficiency by 

selecting the most relevant features, while the CNN-LSTM architecture leverages the complementary strengths of 

CNN for spatial pattern recognition and LSTM for temporal sequence modeling. Building a reliable, effective, and 

precise system for noticing cardiac disease is the objective.  The main goal of the research project is stated below:  

• To analyse numerous IoMT constructions used in AI- healthcare scheme  

• To effectively capture spatial and temporal patterns in heart disease data, a hybrid model combining CNN 

and LSTM networks should be developed. - To optimise feature selection, reduce dimensionality, and 

enhance model performance, the Chaotic Satin Bowerbird Optimisation Algorithm (CSBOA) should be 

implemented.   

• To evaluate the model using the UCI dataset with score, ensuring robust and reliable performance.   
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• To compare the proposed model with existing state-of-the-art approaches, demonstrating its superiority in 

accuracy, computational efficiency, and real-world applicability.   

The goal is to investigate whether the hybrid classical can be used in clinical settings, which could lead to better 

early detection besides treatment of disease.   

Here is how the remainder of paper is structured: Section 2 mentions the related works; Section 3 provides the 

proposed procedure; Section 4 discuss the result investigation and finally, the conclusion is made at Section 5. 

RELATED WORKS 

An intelligent, automated edge computing situation for healthcare in illness detection has been developed by 

Lakshmanaprakash et al., [18] using an IoMT-enabled model of a Deep Optimised Network. With this goal in mind, 

to have employed a feature selection method known as Coot Optimised Feature Selection to extract useful 

information from preprocessed medical data and boost the classifier's performance during training besides testing. 

Moreover, to present a new method based on deep learning called Attention Network (CRAN). It can efficiently 

identify and categorise a variety of diseases pertaining to genetic disorders, chronic diseases, or heart-related 

disorders, all while preserving low time intricacy. In this regard, the CRAN model's hyper-parameters are optimised 

for classification learning by use of the Cray Fish Optimisation method. Extensive tests on the well-known open-

source medical datasets prove that the suggested DON model works. As a dependable option for effective health 

monitoring, the results show that the model's outputs classify diseases with high accuracy. It is reasonable to assume 

that healthcare delivery systems would be much improved by combining IoMT with cutting-edge computational 

methods, given these results. Better patient outcomes are guaranteed by the DON model's streamlined healthcare 

operations, which are made possible by efficient monitoring and high precision in disease detection. 

The conjugate applications of learning techniques with cloud-based C-IoT model systems have been presented by Qi 

[19]. Health and clinical data are provisionally protected by this paradigm, which is a lightweight encryption block 

model. By utilising the patient's medical history in the database, this prediction model aids in the identification of 

health conditions and the subsequent administration of appropriate treatment. The diagnosis is derived from the 

patient's database, which includes pre-historical information. This intelligent C-IoT system in the cloud uses Artificial 

Neural Network (ANN) algorithms to provide findings with an accuracy of about 91%. A smart health issue diagnostic 

model based on C-IoT is a step forward in society 5.0's modernisation. With the use ANN algorithms—whose 

superiority is based on data intensity with previous patient data—and lightweight encryption algorithms, the 

suggested IoT-based secure health monitoring scheme enhances health care operations by attaining a extraordinary 

accuracy of 91%. 

Ghayvat et al., [20] has developed patterns for ADLs, behavioural patterns, and anomaly classification by combining 

sensor data from the IoMT with innovative multimodel data analytics. An innovative approach to data analytics, 

AiCareLiving makes use of numerous models. AI-enabled AicareLiving is an IoMT solution. The study begins by 

describing activity data using an individual's behaviours inside a certain area in order to figure out if there's an 

anomaly. After that, it checks the data for any discrepancies with the activity profile, which depicts the person's 

predicted behaviour and daily activities. Carers, affiliated healthcare professionals, care municipalities would all have 

access to this wellness data thanks to the IoMT and the Secured Exchange Protocol. When it comes to anomaly 

identification and forecasting, the AiCareLiving framework strives for the lowest possible false positive rate, and its 

high accuracy is very near to the 95% confidence level. 

Continuous heart rate monitoring, electrocardiograms (ECGs), and blood pressure readings are only a few examples 

of the physiological data collected by Baseer et al., [21] using the IoMT. In order to handle and understand the 

complicated data acquired using IoMT, the Artificial Intelligence (AI) algorithms tabNet and catBoost are essential. 

For feature selection and extraction, to use TabNet, a popular tool due to its efficiency with tabular data. However, 

by managing categorical characteristics and reducing overfitting, CatBoost—a robust gradient boosting algorithm—

adds to the model's predictive accuracy. When these state-of-the-art methods are combined, the results are more 

accurate and easier to understand, leading to a better grasp of the elements that impact the predictions. The training 

process of the model makes use of a big dataset that contains a risk variables, and medical histories. The flexibility of 

the model to various demographic and clinical situations is enhanced through the fine-tuning of this broad dataset, 

which opens the door to individualised risk assessments for cardiovascular disease. Quick forecasts using streaming 
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IoMT data are also possible with the help of the suggested model's instant processing capabilities. Last but not least, 

by integrating the benefits of IoMT with state-of-the-art computer vision techniques, Heart Disease Prediction 

Classical signifies a sea change in predictive healthcare. This integrated approach is envisioned by the research as a 

game-changing tool for healthcare when implemented. The model's goal is to offer accurate and rapid risk 

assessments of cardiovascular disease by integrating data collecting capabilities of IoMT with TabNet's and catBoost's 

predictive capabilities. With any luck, this ground-breaking method will pave the way for more targeted and efficient 

preventative care in the future, which will benefit patients' cardiovascular health. 

In this paper, Yadav et al. [22] introduce a Deep Neural Network (DNN) architecture based on IoMT that is used in 

an IoMT system that is helped by computing at the edge. In order to make decisions based on data, the proposed 

IoMT-AAL seeks to expedite data collection besides processing. The patient is identified using the IoMT-AAL model, 

which communicates with the IoMT sensors and sends the data obtained to the edge computing system. After then, 

a plethora of empirical investigations are carried out, and the results are scrutinised from many perspectives. From 

what to can see, the IoMT-AAL uses DNN to make accurate predictions about the healthcare framework in terms of 

metrics like security, specificity, improvement, tracking, and physical activity. Results from the simulations proved 

that the IoMT-AAL model was superior to the alternatives. 

PROPOSED METHODOLOGY 

The likelihood of emerging heart disease can be reduced with prompt identification and management. In this study, 

to offer a framework for better cardiac disease prediction that is based on IoMT. Before and after heart disease 

develops, the IoMT gadget records data on the patient's heart. Improved efficiency, accessibility, and effectiveness in 

healthcare can be achieved through continuous, monitoring of patient health parameters, which can subsequently be 

recorded and communicated to a data centre, such the cloud. 

The data generated from the sensors is sent to the hospital administration so they can determine the patient's cardiac 

state. It is possible to learn about a patient's cardiac health through testing and training. Prior to classification, the 

data values are trained using the UCI data repository. If the patient's cardiac status is normal or abnormal, it will be 

shown by the final categorisation results. The physician will proceed with the appropriate course of action in light of 

these findings. Figure 1 shows the suggested framework's architecture. In all, there are five parts to the framework: 

IoMT, the network and cloud infrastructure, the gathering of datasets, and the prediction system. The key 

components' functions are presented in the self-explanatory sub-component. 

 

Figure 1. Projected healthcare monitoring scheme for diagnosis of heart diseases. 

3.1. Heart Disease Prediction System 

The patient's cardiac status is tracked and recognised when the necessary patient data has been collected. In order to 

regulate the status, the suggested IoMT framework for disease prediction runs tests and training. Values from the 

UCI data repository are utilised to train the system [23]. Prior to feature selection and classification, the dataset's 

data values go through pre-processing. Following training, the findings are compared and used to classify the 

patient's sensor data. What follows is an explanation of each step in the training process. 

3.2. Preprocessing 

Preprocessing involves removing noise or replacing missing data when data values are obtained from the UCI dataset. 

Detecting patterns linked to cardiac disease becomes much easier with noiseless data [24]. Because it examines the 



154  
 

J INFORM SYSTEMS ENG, 10(16s) 

correlation between the dataset's values, the median student zed residual procedure is used to remove undesired or 

noisy data. By reducing background noise, cardiac illness can be more accurately detected. 

a: Replacing Missing Values 

Looking over the dataset and finding the median for values is the first step. Sorting the data in ascending order yields 

the median value, which is then used to compute the middle value. The median value is used to replace missing or 

irrelevant values [25]. 

b: Data Normalization 

After missing values are removed, the data should be standardised within the range of 0 to 1. This will make it easier 

to evaluate patterns of cardiac disease. As a means of standardisation, the residual studentized method is applied 

once the standard deviation has been computed. Multiple data distributions and regression analysis are used to 

normalise the data for the purpose of heart disease forecast. To normalise data, to can see the regression equation in 

(1). 

𝑃 = 𝛽0 + 𝛽𝑖𝑄 +∈𝑖, 𝑓𝑜𝑟 𝑖 = 1,2, … . 𝑛        (1) 

This model is satisfied by all possible combinations of random data trials. The data regression model is given by 

equation (2). 

𝑃𝑖 = 𝛽0 + 𝛽𝑖𝑄 +∈𝑖
∗          (2) 

The variables ∈_i^* represent the data samples in equation (2) that have the same variance and error. The numbers 

that are designated as β_0 and 𝛽0 respectively, represent the least squares. The residual value, denoted by, is 

calculated using Equations (1) and (2). Using the deviation, to can get the sample data and average values. The 

following is an approximation of the average value in equation (3): 

𝜇 =
∑ 𝑄𝑖

𝑛
𝑖=1

𝑁
           (3) 

where N characterises the frequency of data besides 𝑄𝑖  is the input statistics. The formula for data standardisation is 

given in equations (4) besides (5): 

𝑛𝑟 =
∈𝑖

∗

𝜎𝑖̇
            (4) 

𝑛𝑟 =
𝑄𝑖−𝜇𝑖

∗

𝜎𝑖̇
           (5) 

Where, ∈𝑖
∗ - residual charge, 𝜎𝑖̇- variance 

3.3. Feature selection using Modified Optimizer 

To optimise meta-learners, this study employs a novel metaheuristic optimisation algorithm—the Chaotic Satin 

Bowerbird Optimisation Algorithm (CSBOA) [26]—as a feature selection tool. The following provides a more detailed 

overview of the algorithm's optimisation process. 

A) Chaotic satin bowerbird optimization algorithm (CSBOA) 

A satin bowerbird's nest is a work of art, crafted with precious stones decided in a bow form. Female birds are more 

likely to visit nests that male birds make that are aesthetically pleasing. When female birds watch other birds build 

nests and compare them, they can select the best one. Motivated by observations of Satin Bowerbird's actions, the 

metaheuristic optimisation method known as SBOA was developed. 

Phase one of this approach includes causal the birds' arbitrarily populace vectors. Here is how SBOA defines the 

initial population: 

𝐿𝑐 = (𝑙1, 𝑙2, … . , 𝑙𝑘)          (6) 



155  
 

J INFORM SYSTEMS ENG, 10(16s) 

here, the cth solution of the procedure is indicated by 𝐿𝑐. The other solutions are distinct by (𝑙1, 𝑙2, … . , 𝑙𝑘). To help 

female birds choose the best men, the fitness probability function specifies the likelihood that male birds will be 

attracted to them. The female the male after he is defined. The subsequent equation characterises this procedure: 

𝑃𝑟𝑜𝑏𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑛
𝑁𝐶
𝑛=1

          (7) 

𝑓𝑖𝑡𝑖 = {

1

1+𝑓(𝑦𝑖)
,      𝑓(𝑦𝑖) ≥ 0

1 + | 𝑓(𝑦𝑖)|, 𝑓(𝑦𝑖) < 0
         (8) 

Here, the cost function charge for the site i is distinct by 𝑓(𝑦𝑖). 

Nobility; this process is carried out by the most competent members of this algorithm. The type of bows used by male 

birds have a significant impact on the preferences and tendencies of the birds. Typically, females seek for construct 

nests that are both more functional and aesthetically experience is directly related to attractiveness for men. 

Throughout the SBOA, the most advantageous nest is considered elite at the end of each era. The selected elite keep 

track of where the other nests are. 

In each iteration of the algorithm, the positions are renewed according to the formula provided below. 

𝐿𝑐𝑗
𝑟𝑒𝑐𝑒𝑛𝑡 = 𝐿𝑐𝑗

𝑜𝑙𝑑 + 𝜆𝑗 (
𝑙𝑖𝑗+𝑙𝑒𝑙𝑖𝑡𝑒,𝑗

2
) − 𝑙𝑐𝑗

𝑜𝑙𝑑         (9) 

Where, 𝑙𝑒𝑙𝑖𝑡𝑒  marks the spot where the powerful live. With li being the current iteration's chosen solution and i being 

the result of the roulette wheel method, l_cj denotes the jth component of l_cm. The allure of a specific satin is 

defined by the equation below. 

𝛾𝑗 =
𝜃

1+𝜏𝑖
           (10) 

Here, 𝜏𝑖 signifies the solution's maximum stage size and denotes the probability that is attained using Eq. (7). 

As a result of natural selection, the strongest and more experienced male birds are able to mate with the most 

beautiful females. This can lead to violent behaviour, such as attacking besides destroying nests. To can describe this 

task by examining the probability of 𝑙cj; therefore, a normal assumed with variance of 𝜎2 besides mean charge of 𝑙𝑐𝑗
𝑜𝑙𝑑. 

𝐿𝑐𝑗
𝑟𝑒𝑐𝑒𝑛𝑡~𝑃(𝑙𝑐𝑗

𝑜𝑙𝑑 , 𝜎2)          (11) 

𝑃(𝑙𝑐𝑗
𝑜𝑙𝑑 , 𝜎2) = 𝑙𝑐𝑗

𝑜𝑙𝑑 + (𝜎 × 𝑃(0,1))         (12) 

In this case, α denotes the area width proportion, and the corresponding formula is provided below: 

𝑎 = 𝑥 × (𝑉𝑎𝑟𝑚𝑎𝑥 − 𝑉𝑎𝑟𝑚𝑖𝑛)         (13) 

Here, the proportion of the variance of bonds has been signified by x, besides 𝑉𝑎𝑟𝑚𝑖𝑛 and 𝑉𝑎𝑟𝑚𝑎𝑥  show the boundaries 

at the bottom and the top. Finding besides integrating inhabitants creates the final populace. The algorithm 

terminates when the last supplies are met. 

While the SBOA method consistently produces good results for optimisation issues, it does have a few drawbacks that 

are based on chaotic theory. Its poor convergence rate is one of these drawbacks because it leads to solutions that 

aren't up to par. Two methods are proposed to address this issue. One of them is fixing the convergence problem 

using the pseudo-opposite learning method. Every member of the population is compared to their inverse in this 

procedure. The procedure is carried out by dimensional search space inside the interval [λ, κ]. Here is the formula 

that defines this process: 

𝑦̃𝑖 = 𝜆𝑖 + 𝑘𝑖 − 𝑦𝑖           (14) 

𝑖 = 1,2, … , 𝐷  

The calculation of the quasi-opposite number in the opposite learning technique is as follows: 
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𝑦̂𝑖 = 𝑟𝑎𝑛𝑑(
𝜆𝑖+𝑘𝑖

2
, 𝑦̃𝑖)          (15) 

A more appropriate population has been produced through the use of this method. Chaotic theory, which may provide 

a way out of the convergence trap, should be our next port of call. According to this hypothesis, the core system is 

complicated and not linear. It is defined by the quasi-random part of the equation, which is also the basis for several 

approaches. With the support of Querandí's principles, the concept of quasi-opposite has been developed with each 

new generation. The second technique for enhancement, the Bernoulli shift map, is definite as follows: 

𝑦̂𝑛
𝑞+1

= {

𝑦̂𝑛
𝑞

1−𝜆
   0 < 𝑦̂𝑛

𝑞
≤ 1 − 𝜆

𝑦̂𝑛
𝑞

−(1−𝜆)

𝜆
   1 − 𝜆 < 𝑦̂𝑛

𝑞
≤ 1

        (16) 

Here, λ equals 0.4. 

3.4. Classification using Hybrid Model 

The approaching sub-section will describe the model with the hybrid model, which is utilised to diagnose the disease 

in this work.  

3.4.1. LSTM Architecture 

LSTM networks are a subset of RNNs that can keep historical data in their memory unit. Predicting time series data 

with it is a breeze. Cells, input gates, output gates, and forget gates are the four main building blocks of a lnetwork. 

Every cell transmits data at its own random pace. The gates monitor the cellular input and output flows. Using an 

LSTM network can help reduce the issues of gradient vanishing and exploding that are encountered with RNN. The 

following is the process for computing the node outputs of an LSTM network: 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)         (17) 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)         (18) 

𝐶̂𝑡 = tanh (𝑊𝑐 . [ℎ𝑡−1. 𝑥𝑡] + 𝑏𝑐)         (19) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶̂𝑡          (20) 

𝑜𝑡 = 𝜎(𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏0)         (21) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝑐𝑡)          (22) 

where input variable at time t is signified by 𝑥t. Further, 𝑊𝑖, 𝑊𝑓, 𝑊𝑐, 𝑊𝑜 are known as weight input gates; 𝑓t, 𝑂t besides 

𝐶t stands for the forget gate, the output gate, and the cell output in that order. To calculate the hidden state outputs 

at structure, the sigmoid activation function is given by σ and allocated. In addition,, 𝑏i, 𝑏c, 𝑏f and 𝑏0 refer to the 

biased values of dissimilar gates. 

3.4.2. CNN Architecture 

In order to detect cardiac problems, a specific sort of neural network known as a CNN has recently been employed. 

This network shows great promise and can manage lengthy time series data sets. By combining two functions using 

a convolutional process, it creates a third function. This calculation can be expressed in the following way: 

𝑠 = (𝑥 ∗ 𝑤)           (23) 

where x represents the input function and w denotes the weighting function. A two-dimensional representation of 

feature map, the output of convolution procedure, is shown below. 

𝑠 = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑚, 𝑛)𝐾(1 − 𝑚, 𝑗 − 𝑛)𝑛𝑚        (24) 

Three layers make up a CNN: the convolutional layer, the pooling layer, and the dense layer. In addition, there are 

three steps to a convolutional layer. The initial step involves performing a convolution operation using linear 
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activation. After converting the activation function from the first stage into a linear function, the second stage, known 

as the detector stage, finds it. This is followed in the third stage by the pooling operation. The network's training time 

is reduced by using a pooling function to decrease the dimensionality of the data. Additionally, it is essential for 

downsampling the acquired feature map while maintaining the original depth. In most cases, the pooling layer's 

maximum pooling operation will take the highest values returned by the convolution layer besides apply them to the 

maximum pooling window. The parameter of convolutional layers is different from this. On the other hand, when 

necessary, other pooling operations like minimum pooling and average pooling are typically employed. 

To summarise, in order to extract features, the pooling layer receives values from the convolutional layer. The output 

data must be flattened and sent to the dense layer once the pooling stage is complete. A one-dimensional output 

sequence is the final product. One way this model extended the network's learning process was by using the back 

propagation mechanism. 

3.4.3. Hybrid CNN-LSTM network 

To present LSTM and CNN, two methods that can produce very accurate predictions. Specifically, it plans to use a 

hybrid neural network architecture to accurately predict diseases by extracting and facilitating a number of hidden 

information from load sequences. Modules for feature fusion, memory, and convolution neural networks make up a 

CNN-LSTM hybrid network. To top it all off, the CNN unit is employed to record the data pattern's local trend. 

Additionally, it reduced the samples to a single vector, which the LSTM layer uses as an input for a single time step. 

In most cases, the LSTM module's purpose is to figure out how the dataset is interdependent over the long run. After 

a full link through dense layers, the final forecast is generated. 

3.4.4. Building forecasting model 

An encoder-decoder CNN-LSTM classical, which primarily handles one-dimensional data in pattern, must be 

implemented. The suggested model's CNN block is defined by two convolutional layers, with the kernel filter used for 

convolution. The input sequences are projected onto the feature windows by the first convolution layer. The features 

acquired from the first layer are amplified by operating the second convolution layer. Each convolutional layer in the 

suggested model has 64 feature mappings and a three-time step kernel filter. In obtain the values following two 

convolutions layers, a maximum pooling layer is typically utilised. In fact, its primary function is to streamline the 

input features. By combining one-fourth of the data with the initial sequence, the suggested model's maximum 

pooling operation can be executed. After this procedure is complete, the results are compressed into a lengthy vector. 

This vector is then sent into the LSTM unit's decoding process, which is shadowed by a dense layer. The output is 

provided by this layer. 

3.4.5. Training the proposed model 

Keras, a Python- network library, is used to construct the CNN-LSTM architecture that is being proposed. To ensure 

the model is applicable in a variety of contexts and to improve its performance, it must next be tested using new, 

unknown data sets. The following hyper limits are used to train the network in the proposed architecture. 

• One dimensional convolution type 

• There are 64 filters with a kernel size of 3. 

• The activation for CNN, LSTM,  

• Dense layer is the Rectified linear unit (RELU). 

• Optimisation: Adam 

The LSTM model has 200 hidden layers. - There are 20 epochs of training. - The batch size is 16.In order to ensure 

that the suggested model does not suffer from over-fitting, to use the hyper parameters described above and choose 

low bias and low variance. 

RESULTS 

Research for the proposed model was conducted using Python's deep learning toolbox and Google Colab. To utilised 

an NVIDIA Quadro P4000 graphics card with 8 GB of RAM for teaching and testing purposes. By dividing the 

benchmark datasets into a training set besides a test set, to were able to employ a 10-fold cross-validation procedure 
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to assess the suggested models. Several hyper-parameters need to be set in order for the suggested architecture to be 

employed throughout the prediction process. In order to get the most out of the architecture, this is necessary. 

Epochs, learning rate, dropout, and batch size are these hyper-parameters. 

4.1. Validation analysis of proposed prototypical with existing procedures 

Using a variety of criteria for varying training to testing ratios, Figures 2–4 compare the suggested model to current 

approaches.  

 

Figure 2: Comparative Investigation of proposed classical with existing techniques 

The comparison table evaluates the accuracy and precision of various models across three dataset splits: 60%-40%, 

70%-30%, and 80%-20%. The Deep Belief Network (DBN) achieves moderate performance, with accuracy increasing 

from 81.333% (60%-40%) to 88.976% (80%-20%), and precision from 81.993% to 88.321%. The CNN demonstrates 

notable improvement, accuracy of 91.188% besides precision of 90.996% in the 80%-20% split. The RNN 

outperforms the previous models with reaching 95.039% and 93.479%, respectively, in the 80%-20% split. The LSTM 

further improves, with accuracy peaking at 97.979% and precision at 94.391%. Finally, the CNN+LSTM hybrid model 

achieves best results, with an accuracy of 98.127% and precision of 95.109% in the 80%-20% split, demonstrating its 

superior ability to capture sequential and spatial features. 

 

Figure 3: Study of projected hybrid model 

The analysis of recall and F1 scores for different models across dataset splits (60%-40%, 70%-30%, and 80%-20%) 

shows progressive improvement in performance. The DBN achieves modest recall and F1 scores, increasing from 

77.991% and 78.489% (60%-40%) to 82.333% and 87.221% (80%-20%). The CNN performs slightly better, with its 

highest recall and F1 scores reaching 82.375% and 88.220% (80%-20%). The RNN shows a stronger performance, 

achieving recall and F1 scores of 83.998% and 89.644% (80%-20%). The LSTM outperforms standalone models, 

peaking at 89.373% recall and 90.982% F1 score in the 80%-20% split. Finally, the CNN+LSTM hybrid model 

achieves the best results, with recall and F1 scores reaching 92.717% and 92.718% (80%-20%), demonstrating its 

superior capability in leveraging sequential and spatial data for classification tasks. 



159  
 

J INFORM SYSTEMS ENG, 10(16s) 

 

Figure 4: Timing Analysis 

The analysis of training and testing times for various models across dataset splits (60%-40%, 70%-30%, and 80%-

20%) highlights notable differences in computational efficiency. The DBN exhibits longer training and testing times, 

with the highest at 16.88s (training) and 14.98s (testing) in the 70%-30% split, decreasing slightly in the 80%-20% 

split. The CNN offers moderate computational times, with a peak training time of 16.64s (80%-20%) and a testing 

time of 13.46s (70%-30%). The RNN demonstrates better efficiency, with its training and testing times increasing 

marginally as the dataset split becomes more granular, peaking at 15.10s (training) and 12.98s (testing) for 80%-

20%. The LSTM shows superior efficiency, with training times starting at 9.30s (60%-40%) and testing times 

consistently below 12s. The CNN+LSTM hybrid model is the most computationally efficient, with the shortest 

training and testing times across all splits, reaching a minimum of 8.45s (training) and 7.35s (testing) in the 60%-

40% split, emphasizing its computational advantage in handling larger dataset proportions. 

CONCLUSION 

In this paper, to have outlined the factors that should be account when designing protocols for an IoMT network-

based smart healthcare scheme. These factors include the patient's normal range of motion, the health monitoring 

device's range, the IoMT heterogeneous situation, service quality, besides security. Through the use of the UCI 

dataset, this research introduces a new hybrid model for cardiac illness diagnosis that combines CNNs with LSTM 

networks and feature selection based on the Chaotic Satin Bowerbird Optimisation Algorithm (CSBOA). Problems 

with high-dimensional data, redundant features, and the requirement for precise, real-time predictions in healthcare 

applications are all handled by the suggested approach. By streamlining the process and using the CSBOA as a guide, 

to may improve the model's performance by lowering computational complexity and making it easier to understand 

and work with. Combining CNN's with LSTM's ability in capturing temporal relationships, the CNN-LSTM 

architecture allows for accurate and robust categorisation. When tested against current approaches, the experimental 

consequences demonstration that the hybrid model outdoes them in terms of presentation measures score. The 

model is able to attain a good trade-off among computational efficiency and excellent detection accuracy since CSBOA 

is used to guarantee appropriate feature selection. Lastly, the suggested hybrid method provides an effective means 

of detecting cardiac disease, providing a potential answer for practical healthcare uses where accurate and rapid 

diagnosis is of the utmost importance. To recover the model's transparency and trustworthiness, future work might 

look into adding more datasets, testing in real-time in clinical settings, and using explainable AI methodologies. A 

thorough evaluation and potential upgrade are necessary to ensure the system's security, especially in light of the 

delicate nature of medical data. 
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