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One of the interesting applications for machine deep learning in the arena of information 

extraction is the recognition of handwritten numerals. Even though this is an established field, 

still it becomes difficult to recognize numbers with an efficient optimization. Due to higher levels 

of complexity and storage, training of such a model using large amount of data often fails. A 

convolutional neural network (CNN) with amalgamation of mini-batch and stochastic Hessian-

free optimization (HybOpt) technique is used in this paper to get predictions that are accurate 

and converge more quickly. When solving quadratic equations, which intensely depend upon 

computation and storage, a second-order approximation is applied to escalate speed. The 

proposed technique is also using a repetitive minimization method for quicker convergence with 

an arbitrary initialization. The effectiveness of the proposed method is examined by doing study 

on standard MNIST dataset. The CNN is trained up to 15 layers using HybOpt and results are 

compared with existing optimization techniques such as MBSGD, SGD, SHF, HFO and NCG. The 

dataset was divided into 85% training and 15% testing images. Parameters for example accuracy, 

f1-score, precision and recall are found. Additionally, running time against epochs are also 

observed. In all the parameters, it was found that the proposed method produces the best results. 

Keywords:  Accuracy, CNN, Deep learning, Handwritten Digit Recognition, Optimization. 

 

1. Introduction 

The arena of image processing has been seeing amazing developments in recent years in high dynamic range imaging. 

HDR imaging is a technique by which broader range of brightness and intensity levels of an image are captured; 

therefore, maintaining the details in both bright and dark portions of an image. This technique has applications in all 

the spheres such as healthcare, agriculture, cinematography, photography to name a few. Deep learning approaches 

are becoming popular as the need for real time HDR imaging continues to grow as they provide effective and efficient 

performance.[1]  

The identification of handwritten digits is a vital job in the area of image processing. Its applications range from the 

recognition of characters automatically to the examination of documents. Digit recognition in handwritten images, 

on the other hand, is a difficult process owing to the fact that a number of fundamental issues are involved. 

These issues come from the fact that handwritten characters are difficult to read. The fact that different people have 

different writing styles is one of the most significant problems that must be overcome in order to recognize 

handwritten digits. Handwritten numbers may display a significant amount of variability in terms of size, form, slant, 

and spacing, in contrast to printed text, which follows standard typographic norms. As a consequence of this, 

differentiating between numerals that seem to be visually identical, such as "6" and "9" or "1" and "7," may be difficult 
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even for human readers [2]. Recognition systems face a difficult challenge as a result of this variability since they are 

required to cope with an ever-expanding universe of potential variants. Furthermore, people may acquire distinctive 

writing patterns over the course of time, which further complicates the process of reliably detecting handwritten 

numerals across a variety of authors and circumstances. 

The existence of these uncertainty highlights the need of creating strong feature extraction and classification 

approaches to handwritten digit recognition. 

Although real time HDR imaging has its own different set of issues, mainly when it comes to the detection of digits 

in handwritten images. This makes correct detection of handwritten pictures a challenging endeavor since 

handwritten images often display a variety of writing styles, varied ink intensities, and complicated backdrop 

textures. A basis for effective performance in digit identification is provided by the incorporation of deep learning 

algorithms into the HDR image. These approaches provide viable solutions to overcome the above issues.  

2. Literature survey 

Ahmed, Syed et al. (2023) [3] have used EfficientDet-D4 and attempted to solve the limitations that were 

previously addressed. When the input is first labeled, the region of interest is displayed exactly as intended. Then, 

these images are used to train the EfficientDet-D4 model to identify and classify the numbers in the proper classes, 

which range from 0 to 9. With this, they achieved an average accuracy of 99.83% on the MNIST dataset.  

Ogundijo, Michael. (2023) [4] found that the performance of the recognition technique is constantly influenced 

by a variety of factors, such as the writing style, the size of the digits, and the recognition speed. The purpose of this 

study is to attempt to present a satisfactory answer to the issue by using two separate inquiries. The kind of dataset 

that is most often used and the reasons why it is the most effective for determining handwritten digit identification, 

as well as the machine learning technique that offers the highest performance based on accuracy.  

P V Siddhartha et al., (2023) [5] discussed an approach to handwritten digit recognition is which is based on the 

concept of CNN. The network was trained with MNIST dataset along with loss function and were able to get a 

recognition accuracy of 99.3 %.  

Nawaz, Marriam (2023) [6] presented a deep- learning-based model known as Fast-RCNN where they have 

classified the input dataset into 10 categories, ranging from 0 to 9. For the purpose of evaluating our model, the 

difficult dataset known as "MINIST" is used. The results of the experiments proved that the method used is capable 

of precisely classifying numerical images even when there are changes in the writing style, as well as when there is 

noise, blurring, and other such things present in the input images. 

Abdulraheem, Abdulkabir (2023) [7] used generative adversarial networks and enhanced the dataset to 

improve classifier’s performance. Additionally, they developed the CNN for engraved digit (CNN- ED) model and 

achieved accuracy of 99.88%.  

Sengan, Sudhakar et al., (2023) [8] developed a variation of CNN and applied image processing methods as 

convolutional layers at the first layer. With the exception of the I/O layers, which are responsible for solving minor 

matrix equations, all of the neurons that are included inside a single layer typically do simple arithmetic operations. 

This is the way that a layer is first formed. The training and classification of Machine Learning were selected from 

the MNIST database, and the results were improved by utilizing an improving algorithm. 

Sharma, Mayank et al, (2023) [9] throughout their study, tried to implement a model that is capable of 

recognizing the numbers and therefore challenges. The algorithm developed was able to identify the numbers that 

have been provided with an accuracy of 98.40%. For training model, CNN was used. 

Hadjadj, Ismail et al., (2023) [10] provided a novel approach that makes use of encryption strategies at the stage 

of feature extraction. Additionally, this approach is particularly effective for handwritten digit identification since it 

is less impacted by differences in form and slant.  

Zeki, Umut et. Al., (2023) [11] proposed a new handwriting verification method that verifies numbers from the 

handwriting of children who are enrolled in special education programs. The implementation makes use of a CNN 

that was developed and trained in bottom-up approach. A recognition accuracy of around 94% is achieved by the 

system. 
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Peng, Chao-Chung et al., (2023) [12] developed a handwritten digit recognition system that is both low-cost and 

requires a minimal amount of computing. A logistic regression classifier that is based on PCA was used. For the 

purpose of establishing whether or not the newly created method for image recognition is successful, performance 

assessments are carried out using the widely known MNIST dataset. The suggested approach is able to generate 

higher prediction results with a lower model size, which is 18.5% better than the classic logistic regression.  

Singh, Divya et al., (2022) [13] presented DDRNet that is created on Deep CNN with an aim to limit features and 

parameters in order to make the model lightweight, whereas simultaneously optimizing accuracy of digit recognition 

using an adaptive voting (AV) strategy. CNN is responsible for identifying each individual digit, whereas DCN with 

AV and VWCRF approach are used to identify strings or digits that are doubtful. These techniques were first 

developed using the YOLO algorithm. DDRNet solution attains an accurateness of 99.4% deprived of error variations.  

Agrawal, Vanita et al., (2022) [14] developed a hybrid model on the recognition of handwritten digits. The 

testing is carried out on the EMNIST and DIDA datasets. Both attained an accuracy of 99.89% and 99.73%, 

respectively, when it came to the 10-fold cross-validation approach.  

Gupta, Akanksha et al., (2021) [15] used different classifiers such as KNN, SVM, and CNN for hand written digit 

recognition. With the help of a predetermined dataset, these classifiers are trained to convert any digital scan 

document. First, the image is preprocessed, then segmented and finally the classifier is used to detect the scanned 

document. This procedure is repeated four times before the final identification step. Training purposes are served by 

the MNIST dataset and found that CNN maintains a high level of accuracy. 

Fateh, Amirreza et al., (2021) [16] proposed a model that is independent of language and is built on a robust 

CNN. The transfer learning was also included to improve the picture quality. A total of six distinct languages were 

used in the testing of the proposed system. When it came to identifying other languages and the digits that are 

connected with them, the findings showed an average accuracy of up to 99.8%. 

Yahya, Ali et al., (2021) [17] suggested the addition of an additive white Gaussian noise with a value of σ = 0.5 to 

the MNIST dataset. This is done with the intention of simulating the natural effects that may have an impact on the 

quality of images in the real world and achieved accuracy of 99.98% and 99.40% with 50% noise during recognition.  

Savita, Ahlawat et al., (2020) [18] attained equivalent accuracy by using a pure CNN design rather than an 

ensemble architecture. As a result, a CNN design is presented in order to obtain high accuracy. A combination of 

learning parameters in the process of creating a CNN was also offered, which achieved a recognition accuracy of 

99.87% across an MNIST dataset. 

Yellapragada, Bharadwaj et al., (2020) [19] created CNN using MNIST dataset to recognize handwritten digits. 

The approach that was developed attained an accuracy of 98.51% for the prediction of real-world handwritten digits, 

with a loss of less than 0.1 percent during training with 60000 digits and 10000 digits during validation process. 

Nouri, Houssem Eddine. (2020) [20] offered a case study that consisted of recognizing handwritten numbers 

from academic transcripts. By designing a 6-layered CNN, accuracy of training and testing are achieved as 98.45% 

and 98.01 % respectively. 

Ali, Saqib et al., (2020) [21] found that the CNN-ELM- DL4J strategy as developed by them accomplishes better 

results than the traditional CNN models in terms of both accuracy and the amount of time required for calculation.  

Mukhoti, Jishnu et al., (2020) [22] made use of modified version of CNN architecture that is known as LeNet. 

Extensive trials have shown that the best-case classification accuracy for Bangla numerals is 98.2%, and for Hindi 

numerals, it is 98.8%. 

Table 1. Summarized Literature Survey 

SN 
Author(s) & 

Year 
Problem/Objective 

Classifier 

Used 
Dataset/Results 

1 
Ahmed, Syed 

et al., 2023 

To recognize handwritten digits in spite of issues 

such as variations in writing styles, visual 

distortions and noise. 

EfficientDet-

D4 

MNIST: 99.83%, 

USPS: 99.10% 
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2 
Ogundijo, 

Michael, 2023 

To review and identify the most effective dataset 

and model for hand written digit recognition.  

KNN, 

Decision 

Trees, DNN, 

SVM 

MNIST 100% 

3 
Siddhartha et 

al., 2023 
To improve recognition of handwritten digits. CNN  MNIST 99.3% 

4 

Nawaz, 

Marriam, 

2023 

To resolve challenges for example variations in 

writing style and distortions in input images for 

identifying hand written digits. 

Fast-RCNN  MNIST 

5 

Abdulraheem, 

Abdulkabir, 

2023 

 To improve accuracy for digit recognition for 

engraved digits. 
CNN-ED  

Engraved digit 

99.88% 

6 

Sengan, 

Sudhakar et 

al., 2023 

To resolve complexity issues in recognizing Arabic 

numerals. 
CNN-based 

Arabic numeral 

dataset 

7 

Sharma, 

Mayank et al., 

2023 

 To implement a system to recognize digits for 

automation. 
CNN 98.40% 

8 
Soni, Sarvesh 

et al., 2023 

To compare CNN with other deep learning networks 

for hand written digit recognition. 
CNN 

Various datasets 

>90%   

9 
Runwal, Rutuj 

et al., 2023 

 To build a portable online application for digit 

recognition. 

Cloud-based 

DL  
MNIST 

10 
Zeki, Umut et 

al., 2023 

 To resolve the difficulty in recognizing handwriting 

for special education students. 
CNN  94% 

11 

Peng, Chao-

Chung et al., 

2023 

To develop a low-cost system resilient to image 

rotations. 

PCA-based 

LR  
MNIST 

12 
Singh et al. 

(2022) 

To improve handwritten digit recognition 

particularly with overlapping digits. 

DDRNet 

using CNN 
MNIST 99.4%  

13 
Agrawal et al. 

(2022) 

To improve handwritten digit recognition by 

addressing limitations of CNNs. 

 CNN+ViT 

and MLP. 

EMNIST:  99.89% 

and DIDA: 

99.73%  

14 
Kamble et al. 

(2022) 

To overcome challenges in handwriting character 

recognition with high false acceptance rates. 

Adaptive 

threshold-

based 

method  

MNIST and VDM  

15 Li et al. (2022) 

To improve optimization performance of Sand Cat 

Swarm Optimization (SCSO) algorithm for various 

engineering problems. 

SE-SCSO 
Comparative 

Analysis  

16 
Gupta et al. 

(2021) 

To enhance handwritten digit recognition system in 

the context of digital document processing. 

KNN, SVM, 

CNN 
MNIST  

17 
Albahli et al. 

(2021) 

To improve handwritten digit recognition by 

addressing challenges like variation in handwriting 

styles, noise and distortions. 

Fast-RCNN 

with 

DenseNet-41  

MNIST 
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18 
Fateh et al. 

(2021) 

To developing a multilingual handwritten numeral 

recognition system to address challenges. 
CNN  

Six languages/ 

avg:  99.8%. 

19 
Yahya et al. 

(2021) 

To improve CNN classification algorithms by 

addressing issues like filter size, data preparation, 

noise and dataset limitations. 

 CNN MNIST  

20 

Savita, 

Ahlawat et al. 

(2020) 

To investigate CNN-based handwritten digit 

recognition to achieve high accuracy while reducing 

complexity as compared to ensemble architectures. 

CNN-based  MNIST 99.87% 

21 

Yellapragada, 

Bharadwaj 

(2020) 

To recognize digits written in diverse styles. CNN  MNIST 98.51% 

22 

Nouri, 

Houssem 

Eddine (2020) 

To identify handwritten digits in academic 

transcripts using a CNN model. 
CNN  MNIST: 98.45%  

23 
Ali, Saqib et al. 

(2020) 

To identify the need for a robust model for efficient 

handwritten digit recognition with improved feature 

extraction. 

CNN-ELM  MNIST and USPS  

24 

Mukhoti, 

Jishnu et al. 

(2020) 

To improve the recognition of Bangla and Hindi 

handwritten digits using CNN. 
CNN  

 Bangla: 98.2%, 

Hindi: 98.8% 

 

3. Proposed Scheme 

 Mini-Batch Gradient Descent: It is a vital optimization technique that is used in machine learning as well as deep 

learning for training models efficiently on large datasets. It is a variant of the gradient descent technique that divides 

dataset in smaller batches & updates model parameters iteratively based on the average gradient computed from each 

batch [23]. There are a number of reasons to prove that MBGD is superior to other algorithms of gradient descent:  

• As a result of the reduction in the periodic parameter variance update, stable convergence has occurred. 

•  In order to evaluate the gradient in an effective manner, high matrix optimizations are used. 

Below is the algorithm to show the iterations over batch size as 1000. 

Algorithm 1 (Iterations over mini batches with size as 1000) 

Step 1: Start 

Step 2: Repeat step 3 n times. This is denoted by n_epochs. 

Step 3: In each iteration, shuffle the dataset by using a randomized function.  

Step 4: Divide the dataset into smaller chunks that is mini batches and set the batch size of dataset as 1000 and 

repeat step 5. 

Step 5: For each mini batch, calculate the gradient and update the model’s parameters until get the desired results. 

Step 6: Stop 

Levelling Mini-Batch Gradient Descent (MBGD) Algorithm 

Since, the MBGD technique does not satisfy noble convergence, so the second-order derivation is being considered. 

For multi- dimensional data such as images, the Newton’s approach, which is represented by Equation 1, is widely 

considered to be a good method. For the function, 𝑓: 𝑅𝑛 → 𝑅, 
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xn+1 = xn – (H (f)x) – 1    f(x)                                        

According to Sainath et al. (2011) [24] and Lin et al. (2017) [25] , one of the most significant drawbacks of Newton's 

technique is that it does not provide any assistance at all in the calculation of the Hessian matrix. During the process 

of calculating the Hessian matrix that is necessary for a number of other techniques, the gradient value is assessed   

using back-propagation in neural networks. According to Bottou et al. (2016) [26], one of the most significant 

disadvantages of adopting multi-dimensions is that it requires much more compute and storage space to forecast 

matrix representation. Hence, the Hessian Free Optimization procedure demands the application of second-order 

optimization in order to eliminate a variety of consequences on MBGD. 

Hessian - Free Optimization: According to Martens et al. (2012) [27] and James et al. (2010) [28], HFO is a more 

accurate approach to handle both the concerns of HFO as it provides smaller storage matrix area as well as perfect 

NN solution. This is the reason why the HFO strategy is more efficient. When it comes to the interconnection model 

that employs the differential objective function, HFO performs exceptionally well. This particular HF realization for 

RNN and FF offers its applicability to Multi-Dimensional Neural Networks as stated by Simonyan et al. (2015) [29] 

and Lin et al. (2018) [30]. Let us minimize the function f as stated by 𝑓: 𝑅𝑛 → 𝑅. Algorithm for HFO is shown below:  

Algorithm for Hessian Free Optimization 

Step 1: Start 

Step 2: Assign i=0 and xi = x0 be initial guess. 

Step 3: Compute the gradient and Hessian matrix at the current xn. 

Step 4: Repeat steps 5 and 6 until xn have converged: 

Step 5: Consider the following Taylor expression of ‘f” as:    

f(x+∆x) ≈ f(x) + ∇f(x)T∆x +∆x TH(f) ∆x 

Step 6: Compute xn+1 using Conjugate Gradient algorithm for quadratic functions on the existing Taylor 

expansion. 

Step 7: Stop 

In the first stage, the values of ′𝑥′ are selected at random, and in the second step, the evaluation of (𝑓)(𝑥𝑛) is 

constructed via back-propagation. The conjugate gradient for the 'i' iterations is calculated in step 6 and there is no 

stopping   factors involved. As a result, the iterations are prolonged using certain heuristic   principles in order to 

extend the iterations and provide more accurate predictions of superior convergence. Because of this, the Hessian 

properties ought to be satisfied by the second-order information obtained via NN. The second-order approaches are 

used for the heuristic embracing of error surfaces associated to superior convergence in Hessian, which is an 

expanded form of Newton's method (Wiesler et al. 2013) [31]. Equation 2 is stating the same numerically as follows: 

Figure 1 : Hessian matrix of a neural network from (Source: Chapelle et al. 2011) [32] 

 

 

The letter 'i' and ‘j’ specifies row and column indices respectively. The directional derivative of 'i' through 'j' towards 

'i' is provided in Equation 3. To optimize the aforementioned, use the following Equation 4 and use the concept of 

finite differences: 

 

 

Using mathematical vector optimization, the Hessian calculation is removed by concentrating on the Hessian 

approximation, which results in a significant reduction in both the capacity for computing and storage. 
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Figure 2: (a) SGD (b) Hessian Free Optimization 

Proposed Technique (HybOpt) 

The HybOpt algorithm is a hybrid form of the mini-batch (MB) and stochastic hessian-free optimization (SHFO) 

methods. MBGD is developed from a gradient descent method. This method divides the training dataset into a 

smaller number of batches. These batches   are then used to compute the error as generated by the model and update 

its coefficients. In order to limit the variance, the average and cumulative values of all batches are carried out and 

analyzed. The mini-batch gradient descent algorithm is able to successfully handle efficiency of batch gradient & 

resilience of stochastic gradient descent strategies. The flow chart of proposed work is shown below: 

 
Figure 3: Workflow of generic hand written digit recognition system 

Input Image:  Hand written digit images from standard MNIST dataset are taken to feed into the model. The 

identification procedure by model was done by a line-by-line scan of the input images.  

Pre-Processing: At this stage, images were resized. Images preprocessing can be done by considering criteria such 

as height, width and number of RGB channels. After this, noise was reduced by using median filtering technique and 

images were smoothened. The resultant smoothened images were applied to greyscale image then. 

Classifier: After preprocessing, the grey-scale images are put into CNN classifier, where its weights are updated on 

each iteration.  

Proposed HybOpt Optimizer: During training phase, smaller batch size (in our case 1000) is chosen to train the 

model so as to get fast convergence.  Once batch size is fixed, it can not be altered by any further parameters. 

Additionally, it is necessary to observe the training and validation curves during computation in relation to the overall 

amount of time required for optimization during each iteration. The below figure shows the working of proposed 

HybOpt Optimizer in pictorial form. 

Figure 4. 

Proposed HybOpt Optimizer 

Input 
Image 

Preprocessing Classification Optimization using 
proposed Optimizer

Training & 
Evaluation

Set parameters 

 

Divide Input into equal size 

batches 
Calculate 

parameters 

gradient 

Read individual 

chunks 
Calculate 

weights 

Upon each iteration, 

update the weights till all 

pre-trained criteria are 

met 

Second Order Optimization 

First Order Optimization 
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Below algorithm shows the working of HybOpt Optimization: 

Step 1: Start 

Step 2: Divide the image data set into n mini batches, say B1, B2, …, Bn. 

Step 3: Repeat step 3.1 to step 3.4 until F number of iterations (till convergence). 

3.1: Choose a random mini batch Bt from the set {B1, B2, …, Bn}. 

3.2: Divide the selected mini batch Bt into m sub-partitions, say Bt1, Bt2, …, Btm 

3.3: Repeat step 3.3.1 to step 3.3.2, for each sub-partition Btj (where j = 1, 2,., d) in parallel. 

 3.3.1: Calculate the gradient descent for the sub- problem. 

 3.3.2: Update the weight for sub-partition. 

3.4 Calculate the average of all the weights obtained from all the sub-partitions to get the final weight. 

Step 4: Display the final weight vector as result. 

Step 5: Stop. 

Training and Evaluation: The attained weights are then converged and averaged towards a specific value, thus 

recovering the edge values from HD images. In this phase, the proposed model is trained using MNIST dataset and 

the images are validated with time factor and batch size. 

5. Experimentation Environment:  

In the study, we selected MNIST dataset with number of images as 70,000 out of which approximately 85% images 

that is 60,000 are used as training images and approximately 15% images that is 10000 are used as testing images. 

Each image is of 28*28 pixels size. We then compared our study with the results obtained from the existed models. 

Below is the figure representing sample image from MNIST dataset. 

 

 

 

 

 

 

 

 

Figure 5. Sample of MNIST dataset 

 

The following hyper-parameters in the proposed model are chosen:  

1. Randomly choose the mini batch of size 1000.  

2. Iteration ends on reaching the count 1000 because if iterations will be more   

               than cost of computation and convergence rate will also be more.  

During experimentation, input image from our chosen dataset in greyscale form is applied to the model. The proposed 

model and existing models were realized and results were studied and compared. After analyzing the results, we 

found that a general optimizer without being pre-trained can effectively and efficiently learn various DNN techniques. 

We further found that the proposed model was very effective in resolving the under fitting problem as it produces 

training error of 0.90. Since we have used stopping constraint earlier thus reducing the training error to 65.7% in 

compared to HFO which produces training error of 1.40 without any stopping condition. Our proposed hybrid 

method optimizes in much faster way. The study is also compared with some existing optimization techniques.  
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Table 2. Comparison with other existing Optimization Models 

Name Acronym 

used 

Learning Rate Batch Size 

Stochastic Gradient Descent SGD Fixed (0.02) Small (20) 

Non-linear Conjugate Gradient NCG 

Dynamic 
Large (in 

thousands) 

Hessian-Free optimization HFO 

Stochastic Hessian-Free optimization SHFO 

Mini Batch Stochastic Gradient Descent MBSGD Fixed (0.02) 

Proposed Model HybOpt Fixed (0.02) 

 

This paper focuses on the suggested HybOpt optimization over SGD, NCG, HFO, SHFO and MBSGD without being 

pre-trained, evaluations are carried out on the parameters such as training iteration, epochs, parameters, time and 

convergence rate. It was found that each model has its different average amount of time to complete their execution. 

The same is summarized in the below table: 

Table 3. Comparison of average running time 

Name Acronym 

used 

Average Time to 

complete (in 

seconds) 

Stochastic Gradient Descent SGD 7 

Non-linear Conjugate 

Gradient 

NCG 3.5 

Hessian-Free optimization HFO 4.5 

Stochastic Hessian-Free 

optimization 

SHFO 8 

Mini Batch Stochastic 

Gradient Descent 

MBSGD 4.2 

Proposed Model HybOpt 3.2 

 

Additionally, comparisons based on parameters are shown below in the form of graphs and charts. Figure 6 shows 

the comparative analysis of the result of accuracy found when training images (as per the number specified) fed into 

the different models. At the size of 50,000, it is clearly shown from the graph that proposed model gives the best 

accuracy as 0.74 while others give as less as 0.35 and as more as 0.61. 

 

Figure 6:  Comparative Result of Accuracy v/s No. of Training Images 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10000 20000 30000 40000 50000

A
cc

u
ra

cy

Number of Training Images

SGD NCG HFO SHF MBSGD HybOpt



216  

 

J INFORM SYSTEMS ENG, 10(16s) 

Figure 7 shows the comparative analysis of the result of accuracy found when we tested the images (as per the number 

specified) on the different models. At the minimum size of 2000, the proposed model gives the best accuracy as 0.80 

while others give in the range of 0.42 to 0.62 and at the maximum size of 10,000, the proposed model gives the best 

accuracy as 0.60 while others give as less as 0.32 and as more as 0.56. 

 

Figure 7:  Comparative Result of Accuracy v/s No. of Testing Images 

 

Additionally, the study has also compared the running time of various optimization techniques with the proposed 

one on 350 number of epochs and it was found that the proposed technique has provided the solution in least time 

of 726 seconds, while others execute ranges from 773 seconds to 875 seconds on the same number of epochs.  Hence 

it can be concluded that proposed technique gives enhanced results than the others being currently in use. Following 

table shows the same: 

 

Table 4. Comparative Analysis of Convergence time and efficiency 

Name 
Acronym 

used 

Running 

time  

Convergence 

Efficiency 

Stochastic Gradient Descent SGD 875 Sec 𝑂(𝑇) 

Non-linear Conjugate Gradient NCG 810 Sec 𝑂(𝑇) 

Hessian-Free optimization HFO 792 Sec 𝑂(1/𝑇) 

Stochastic Hessian-Free 

optimization 
SHFO 

773 Sec 𝑂(1/𝑇) 

Mini Batch Stochastic Gradient 

Descent 
MBSGD 

788 Sec 𝑂(1/√𝑏𝑇) 

Proposed Model HybOpt 726 Sec 𝑂(1/𝑙𝑛𝑇) 

 

6. Conclusion 

A pre-trained model for the stochastic hessian-free optimization strategy is examined during this study. The model 

is combined through a mini-batch size of one thousand. A usual process is followed to perform the experiments in 

order to optimize the error rate of the DNN. With a better convergence rate of 𝑂 (1/𝑙𝑛 𝑇), proposed model is proved 

to be better. It was also found that if the size of mini-batch was altered from 1000, its convergence rate does not 

affect. Hence, the proposed technique was used to carry out handwritten digit recognition. This approach minimizes 

the amount of memory that is required as well as the amount of time that is spent on calculation. In future, the 

proposed model will be applied to healthcare and agriculture sector for accuracy and prediction. 
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