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In recent times, it has been reported by researchers that almost 90% of people infected with 

(Parkinson Disease) infected people show some forms of vocal disorders when the disease is at 

its early stage. Consequently, the focus of the most recent researches on PD diagnosis is on the 

detection of vocal disorders that emerges from running speech or sustained vowel 

pronunciation of those who suffer from the disease. In order to be able to detect PD diseases 

with high accuracy, this group of researchers has employed the use of various speech 

processing methods to deduce clinically relevant information and feed it as input to a wide 

range of ML (Machine Learning) algorithms. Despite all these efforts geared towards achieving 

a more accurate detection rate for PD, the accuracy rates obtained by many new PD diagnosing 

systems remain unsatisfactory, and necessitates the need for improvement. Consequently, in 

this study, a PD diagnosing system is proposed using the MFCC (Mel Frequency Cepstral 

Coefficients) together with the OSELM (Online Sequential Extreme Learning Machine) 

classifier which is among the ML algorithms with high level of accuracy deployed in the 

classifying Parkinson’s disease. In this work, samples of voices used for experiments were 

acquired from the PDCD (Parkinson Disease Classification Dataset) database. The outcomes of 

the experimentations have revealed that the highest OSELM classifier’s performance has been 

accomplished with an accuracy reached up to 93.38%. Consequently, it can be concluded that 

the OSLEM is a technique with high efficiency for diagnosing Parkinson Disease through the 

use of voice data. 

Keywords: Parkinson Disease, MFCC, OSELM, Machine Learning, Indonesia 

I. INTRODUCTION 

D (Parkinson Disease) is described as a neurodegenerative condition that advances slowly and is characterized 

through a many motor  and non-motor features [1]. The Parkinson Disease is ranked as the second after 

Alzheimer's, which is the number one most neurodegenerative ailment that affects persons above the age of 60 [2]. 

P 
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It has become paramount to develop health systems that are capable of diagnosing and monitoring PD accurately 

and reliably due to its high prevalence rate in person above 60 years, and the prolonged lifespan of patients who are 

affected by Parkinson Disease with the use of pharmacological and surgical interventions.   

Most recently, several works have focused on proposing diagnosis and monitoring systems for: i) early detection 

of PD. ii) Reduction of the frequency of hospital visits for clinical screenings due to body discomforts. iii) 

Minimization of doctors’ workload. Most of the systems designed for the detection of Parkinson disease are able to 

diagnose the disease through the measurement and analysis of the indications by means of devices and equipment 

that are non-invasive in nature. Out of the symptoms used in determining the disease, vocal abnormality is the 

most dominant symptom exhibited by almost 90% of people affected by PD at the early stage [3]. Due to this, a 

large of studies conducted on PD diagnosis have primarily employed the use of speech processing techniques to 

obtain clinically relevant data, after which a variety of ML algorithms are fed with the feature that were extracted at 

the initial stage for the recognition of Parkinson Disease [4-6]. For instance, in a study carried out by the authors in 

[7] a system which automatically detects PD was proposed. The system performs the detection of PD in four (4) 

stages including extraction of acoustic attributes, feature augmentation using statistical pooling techniques, 

selection of feature using (ReliefF algorithm); and feature classification by the utilization of  KNN (K-Nearest 

Neighbor) and SVM (Support Vector Machine). The authors conducted an assessment of the suggested system’s 

performance by applying the system on a PD data base which is made up of a total of 240 voice samples collected 

from a total of 80 people, out of which 40 were in good health and the other 40 were patients. Observation of the 

results derived from the experiments carried out by the authors revealed that the best performance was 

demonstrated by the Support Vector Machine, achieving 91.25% accuracy. 

Similarly, a group of authors in [8] proposed a classification application which is able to perform classification. In 

their work, the use of acoustic features was employed, and the use of four different feature was employed including 

Self-organizing maps, Kendall correlation coefficient, Pearson correlation coefficient, and principal component 

analysis. Besides, the authors made use of NN (Neural Network) algorithm for the purpose of classification. The 

proposed application performance assessment was conducted on a database of PD, using 40 samples (20 healthy 

persons and 20 persons that were patients. Their experimentations results showed that their proposed application 

performed optimally, achieving the highest rate of 86.47% by using the features selection, acoustic features, NN 

classifier, and Kendall correlation coefficient. 

In another study carried out by the authors in [9], a CNN classifier was proposed based on speech parameters 

features to carry out the automatic diagnosis of PD. To test the performance and efficiency of the proposed PD 

diagnosis system, the authors applied it on a PD database with a total of 240 samples of voice obtained from 80 

people. Out of the 40 were patients, and the other 40 were people affected by Parkinson Disease. Based on the 

outcomes of the experiments performed by the researchers, it was reported that the proposed system yielded the 

finest results with an accuracy rate of the 87.76%. 

Similarly, the authors in [10] introduced a system for PD diagnosis, and they employed the use of the SVM 

classifier and the MFCC features and SVM classifier. The testing of their proposed system was carried out on a 

database that is made up of 17 healthy persons, out of which 9 were males and the remaining 8 were females, and 17 

patients (11 males and 6 females). Results of the experiments showed that the system demonstrated the finest 

performance with a rate of accuracy hit up to 91.00%. 

    A Parkinson Disease diagnosis system was proposed in study [11]. In the study, the use of MFCC features 

alongside GMM classifier. The proposed system was tested through the use of two dissimilar databases. The voices 

contained in the first database were recorded using a professional microphone, while the voices in the second 

database were recorded through phone call. The 1st database is made up of 122 samples, out of which 74 were 

affected by Parkinson disease, and the remaining 48 were in good health without PD. On the other hand, the second 

database was made up of 99 samples, out of which 63 were affected by Parkinson disease and the other 36 were 

unaffected by PD.  The experimentations results revealed that when the proposed system was applied on the first 

database, accuracy rate of 83% was attained, and when applied to the second database, an accuracy rate of 75% was 

recorded.  

The authors in study [12] focused on developing a system that is able to automatically detect PD by combining 

PCA (Principal Components Analysis), with the x-Vector (using MFCC), and PLDA (Probabilistic Linear 
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Discriminant Analysis) classifier. A database containing a total of 89 subjects (43 affected by Parkinson and 46 

unaffected) was used to evaluate the performance of the proposed system. The experimentations results showed 

that an accuracy rate of 90% was recorded by the proposed system.  

In addition, in another study [13] the researchers proposed an application for the diagnosis of PD. This 

application was proposed based on i-vector features obtained from MFCC features together with SVM. The 

evaluation of the proposed application was done using a data algorithm, and a database containing 90 subjects, out 

of which 49 were affected by Parkinson Disease and the remaining 41 were healthy. The results of the 

experimentations showed that the proposed application yielded the utmost accuracy rate of 79.40%.  

In the study carried out by the authors in [14], an application that automatically diagnoses Parkinson Disease was 

suggested using the MFCC features, SVM, and LDA (Linear Discriminant Analysis) dimensionality reduction. The 

suggested application’s performance was tested using a PD database that is made up of 160 voice samples, and out 

the total number of 160 samples, 100 were healthy and 60 were affected by Parkinson disease. The 

experimentations results showed that the suggested application which is the MFCC-LDA-SVM, yielded the finest 

results with a high accuracy rate of 97.5%.   

In addition, in another study, the authors [15] suggested a diagnosis system for the PD, using a combination of 

MFCC features and the MLP classifier. To evaluate the suggested system, the authors employed the utilization of a 

database containing 200 voice samples. The results of the experiments performed by the authors showed that the 

suggested system accomplished the finest accuracy rate of 95.5%.  

Similar effort was made in study [16], where a PD diagnosis system was proposed, and the performance of two 

classifiers, namely SVM and HMM was tested using 3 different techniques of feature extraction, which are Wavelet 

Packets, MFCC, and a combination of MFCC and WPT. The evaluation of the proposed system involved the use of a 

database containing a total of 40 subjects, out of which 20 were patients and the remaining 20 were healthy. 

Results obtained from the experiments revealed that by deploying a mixture of the fusion features from both WPT 

and MFCC together with HMM classifier the finest result was yielded with an accuracy hit up to 95.16%. The 

previous studies that have proposed PD diagnosis systems and applications using ML and DL algorithms reviewed 

in this section have been summarized in Table 1 below.  

The following conclusions can be made based on the aforementioned studies on Parkinson diagnosing systems 

and applications:  

• Majority of the studies reviewed were evaluated using a small database, and hence, there is a need for a study that 

employs a larger database.  

• The accuracy rates achieved by the systems proposed in previous studies are not potentially promising, and as 

such, there is need for improvement in the systems to achieve higher accuracy rates in PD diagnosis.  

• The metrics used for evaluation in many of the reviewed studies were limited, and hence the need for a more 

robust assessment metrics.  

TABLE I 

SUMMARY OF THE FORMER PD PROGNOSIS’ WORKS USING DL AND ML APPROACHES 

Ref. Dataset Features Method Accuracy Weaknesses 

[7] 240 audio samples 

Acoustic features 

with feature 

increasing 

alongside with 

Relief feature 

selection. 

KNN and 

SVM 
91.25% 

• Testing of proposed 

systems conducted on a 

small database, and 

thus, there is need for 

the use of a more robust 

database   

• The proposed systems 

produced results that 
[8] 

20 healthy and 20 

patients 

Acoustic features 

and four different 

feature selection 

NN 86.47% 
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approaches. are not satisfactory, and 

therefore, there is need 

for more work to 

improve the results.   

• The evaluations of the 

performances of the 

proposed systems have 

been carried out using a 

limited set of evaluation 

benchmarks. There is 

need to use a more 

robust set of evaluation 

metrics.   

[9] 240 audio samples 
Speech parameters 

features. 
CNN 87.76% 

[10] 
17 patients and 17 

healthy 
MFCC SVM 91.17% 

[11] 

First dataset: 48 

healthy and 74 

Parkinson. Second 

dataset: 36 healthy 

and 63 Parkinson. 

MFCC GMM 

83.00% for 

the first 

dataset. 

75.00% for 

the second 

dataset. 

[12] 
46 healthy and 43 

Parkinson 
x-Vector PLDA 90.00% 

[13] 
49 Parkinson and 

41 healthy 
i-vector features SVM 79.40% 

[14] 
100 healthy and 60 

patients 

MFCC and LDA 

dimensionality 

reduction. 

SVM 97.5% • The proposed systems 

have been tested on a 

small database. 

• The proposed systems 

have been assessed 

based on limited set of 

evaluation metrics. 

[15] 200 Samples 

Combining the 

phonetic and 

MFCC features 

MLP 95.5% 

[16] 
20 healthy and 20 

patients 

Fusion features: 

MFCC and WPT 
HMM 95.16% 

 

One of the utmost recent and widely-used ML algorithms is known as the Online Sequential Extreme Learning 

Machine (OSELM), which is also a Single-hidden Layer feedforward Neural Networks (SLFNs) ) that consists of 

three layers in total including input; hidden; and output [17]. The nodes in the input layer are connected to the 

nodes embedded within the hidden layer through the biases and weights that were produced in a random manner. 

While the output-weights are connecting the nodes within the hidden layer to the nodes embedded within the 

output layer. The values of the output-weights are computed using the least squares solution [18]. Researchers in 

more recent times have shown more preference for OSLEM due to its superior performance as compared to the 

traditional SVM and Back Propagation Neural Network (BPNN) [19, 20]. The OSLEM is famous and preferred due 

to the benefits it offers including: a) prevention of overfitting; b) wide application in both multi and binary 

classification; and c). More so, the OSLEM demonstrates a comparable capability to kernel-based SVM and 

functionality within the NN framework. Due to all the aforementioned reasons, the OSLEM technique is regarded 

as more efficient in the realization of superior learning performance. Despite the huge benefits that can derived 

from the use of OSLEM, there is no study that has employed the use of OSLEM algorithm in Parkinson’s Disease 

detection. Consequently, this research seeks to achieve the following objectives:  

• Propose a novel model for PD diagnosis based on the MFCC features together with OSLEM classifier using voice 

data.  

• Carry out the performance evaluation of the novel model by means of a more robust evaluation metrics including 

(G-M) G-Mean; (A) Accuracy; (S) Specificity; (F-M) F-Measure; (MCC) Matthews Correlation Coefficient; (R) 

Recall; (ROC) Receiver Operating Characteristic; and (P) Precision. 

• Make an accuracy rate comparison of the novel proposed PD classifier with PD classifiers proposed in recent 

researches that employed the use of similar database.    

This article is structured as follow: the materials alongside with the proposed method are provided in Section 2. 
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While the experiments setup and outcomes are deeply explained in Section 3. Finally, the conclusion of this 

research is delivered in Section 5.  

II. Materials and Proposed Method 

In this work, a PD diagnosis model is proposed based on the OSLEM technique. The PDCD (Parkinson Disease 

Classification Dataset) is used to test the performance of the proposed OSELM method in prognosis the PD. The 

PDCD database contains voice data (i.e., sustained pronunciation of the vowel /a/) for both healthy persons and 

persons affected by PD. During the classification stage, the OSLEM technique is used for the diagnosis, determining 

whether the voice sample inputted into the proposed system is healthy or infected by Parkinson Disease. The entire 

architecture of the proposed model of PD diagnosis is represented in the Figure 1 below. 

 

Fig. 1.   The general diagram of the novel proposed PD prognosis model. 

A. Database: PDCD 

The PD diagnosis model proposed in this study has been evaluated using the PDCD database which was obtained 

from [21]. It is also made available online by the University of California, Irvine website through its ML repository 

[22]. The aforementioned PDCD is considered as a standard database that has been deployed by many researchers 

in former studies for the evaluation of numerous ML approaches like GMM [22], which is a hybrid technique that 

combines SMOTE and RF in [24], as well as and SVM in [23]. The aforementioned database is made up of 188 

patients affected by Parkinson disease. Out of the 188 patients, 107 were males while the remaining 81 were women 

within the age range of 33 to 87 years. The 188 subjects were patients at the neurology depart of Istanbul 

University. Also, the database contained samples from 64 healthy persons that were within the age range of 41 and 

82 years, with 41 of them being males and 81 being females. The authors in study [21] noted that the frequency of 

the microphone used for the voice recording was set at 44,100 Hz for the entire period of data collection. After the 

assessment of the doctor each person was recorded three times, bringing to a total of three samples from each 

person. In the signals, the prolonged vowel /a/ was included. More so, the PDCD is a database that includes a 

collection of all relevant features including baseline time frequency, vocal fold, Wavelet Transform, MFCC, and 

TQWT (Tunable Q-factor Wavelet Transform). In [21] the extracted features contained in the PDCD database are 

described in details. Nevertheless, the focus of this work will be on the use of MFCC feature alone because of its 

popularity in features extraction, and its proven effectiveness in numerous speech applications including detection 

off voice pathology [24-26], identification of spoken language [27-29], and recognition of emotion speech [30]. 

Table 2 below provides a detailed description of the PDCD database. Worth of note is the fact that all the study 

experiments were carried out based on the 80:20 ratio, where 80% of the sample which is 605 samples were 

employed in training the proposed system and the remaining 20%, which is 151 samples were deployed in testing 

the level to which the proposed system is efficient in the detection of PD. 

In this study, the PDCD is utilized to assess the proposed PD diagnosing model. The PDCD database was taken 

from [21], as well as it is available online at the University of California, Irvine website, that has a ML repository 

[31]. The PDCD is a standard database which has been utilized in numerous prior PD diagnosing studies in order to 
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assess several ML approaches such as GMM [22], a hybrid method through combining RF and SMOTE in [32], and 

SVM in [23]. The PDCD database was collected from 188 patients with Parkinson disease (i.e., 107 men and 81 

women), ranging in age (33 - 87), at the department of Istanbul University's neurology. Whilst only 64 healthy 

persons with ages ranging (41 - 82) were considered (i.e., 23 males and 41 women). The setting of the microphone 

frequency was set at 44,100 Hz, according to [21] authors, who also note this throughout the procedure of the data 

collection. Three repetitions have been also collected for each person following the doctor's assessment. In the 

signals, the prolonged vowel /a/ was included. In addition, the PDCD database was made accessible as a collection 

of several extracted features including baseline, time frequency, MFCC, WT (Wavelet Transform), vocal fold, and 

TQWT (Tunable Q-factor Wavelet Transform). A deep description and explanation of these extracted features of the 

PDCD database are delivered in [21]. However, this study will focus on using the MFCC feature only, due to the 

MFCC is one of the utmost popular techniques (i.e., features extraction techniques) that’s proved its effectiveness in 

various speech applications including voice pathology detection [24-26], spoken language identification [27-29], 

and emotion speech recognition [30]. The description of the PDCD database is delivered in table 2. It’s worth 

mentioning that all the experiments of the current study were conducted based on the ratio of 80% for training 

which is equal to 605 samples and 20% for testing which is equal to 151 samples. 

TABLE II 

PDCD DATABASE DEPICTION. 

Class Total Samples Women’s Voice Samples Men’s voice samples Label 

Parkinson 564 243 321 1 

Healthy 192 123 69 2 

 

B. Classification: OSELM 

The authors in [33] made the proposal for the OSLEM which is made up of 3 layers including the input, hidden, and 

output. The first layer which is the input layer is fed with the extracted tumor features, the hidden layer which is the 

second layer contains the biases, while the last layer which is the output layer is made up of the algorithm’s final 

classifications. The equation 1 below represents the hidden-layer output matrix (H) computation: 

𝐻 = 𝑊1 ∙  𝑋1 + 𝐵1                                                               (1) 

Where: W denotes the weights of input that serve as a linkage between the first (i.e., input) and second (i.e., 

hidden) layers. The 30 features extracted in the input layer is represented by X, while B denotes the biases of the 

hidden layer. The input weights (W) and the hidden layer biases (B) are generated stochastically in [-1 to 1] range. 

For N arbitrary distinct samples (xj, tj), where xj ∈ Rd and tj ∈ Rm; SLFNs with g(x) activation function and n hidden 

nodes can be represented statistically as given below:   

𝑓(𝑋) = ∑ 𝛽𝑖𝑔(𝑤𝑖 ∙ 𝑥𝑗 + 𝑏𝑖) = 𝑡𝑗,           𝑗 =  1, 2 … , N𝑛
𝑖=1           (2) 

Similarly, equation (2) can be denoted as follow: 

𝐻𝛽 = 𝑇                                                                              (3) 

Where: 

𝐻 = [
𝑔( 𝑤1. 𝑥1 + 𝑏1) ⋯ 𝑔( 𝑤𝑛. 𝑥1 + 𝑏𝑛)

⋮ … ⋮
𝑔( 𝑤1. 𝑥𝑁 + 𝑏1) ⋯ 𝑔( 𝑤𝑛. 𝑥𝑁 + 𝑏𝑛)

]

𝑁×𝑛

 

𝛽 = [

𝛽1
𝑇

.

.

.

𝛽𝑛
𝑇

]

𝑛∗𝑚

    , 𝑇 = [

𝑡1
𝑇

.

.

.

𝑡𝑁
𝑇

]

𝑁∗𝑚

 

 

The output weights (𝛽̂) are then calculated using the following equation (4): 
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𝛽̂ = 𝐻†𝑇                                                                            (4) 

Where: 𝐻† is an inverse representation of the generalized Moore-Penrose for the hidden-layer output matrix (H), 

with the following computation: 

𝐻† = (𝐻𝑇𝐻)−1𝐻𝑇                                                               (5) 

The application of the OSELM algorithm is done so that the training samples can be learned in a successive and 

gradual manner. The OSLEM algorithm’s process of learning involves two critical steps including sequential 

learning and initialization. The process of sequential learning was initiated with the aim of training samples 

gradually and successively. The OSELM algorithm learning operation is consisted of 2 main steps which are 

initialization and sequential learning. The computation of H0 (hidden layer output matrix), and the β0 (initial 

output weights) in the initialization phase is represented in the equations below:    

𝐻𝑘+1 = 𝑔(𝑊1 ∙  𝑋𝑘+1 + 𝐵1)                                                 (6) 

𝑃0 = (𝐻0
𝑇𝐻0)−1                                                                  (7) 

𝛽0 = 𝑃0𝐻0
𝑇𝑇0                                                                      (8) 

At the second stage, which is the stage of sequential learning, an update will be made to the output matrix (Hk+1) of 

the hidden layer for the fresh sample as represented in equation (6). In addition, the equation below would be used 

to update the βk+1 (output weights matrix): 

𝑃𝑘+1 = 𝑃𝑘 − 𝑃𝑘𝐻𝑘+1
𝑇 (1 + 𝐻𝑘+1𝑃𝑘𝐻𝑘+1

𝑇 )−1𝐻𝑘+1𝑃𝑘                (9) 

𝛽𝑘+1 = 𝛽𝑘 + 𝑃𝑘+1𝐻𝑘+1
𝑇 (𝑇𝑘+1 − 𝐻𝑘+1𝛽𝑘)                           (10) 

The set = k + 1 and move back to the equations (6; 9; and 10) so that the following sample can be trained. The 

training of all the samples makes it possible to use the OSLEM algorithm to predict an input-vector that is 

unknown. The diagram of the OSLEM algorithm is presented in Figure 2, where the final classifications are 

represented as T1 and T2, denoting Parkinson Disease and healthy, respectively.   

The OSLEM algorithm is made up of two primary stages, which are the boosting stage and data the learning 

stage. At the boosting stage, the ELM method is utilized to train the SLFNs alongside some of the training data at 

the initialization stage. Upon the completion of the boosting stage, the boosting-training data is discarded. 

Subsequent to the boosting stage, the training data is learned by the OSLEM algorithm in chunks, and afterwards 

the training data is discarded upon the completion of data learning process. 

 

Fig. 2.   Diagram of the OSELM model. ([34] owned by the author) 

III. Experiment Setup and Results 

The use of MFCC features alongside OSLEM classifier was employed in conducting several experiments for the 

diagnosis of PD. Every experiment was conducted based on using 20% of the database for testing, and the 
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remaining 80% of the dataset for training. In total 6 experiments were performed using the proposed OSLEM 

classifier together with a wide range of concealed nodes ranging from 50 to 400, and 50 increment step. The whole 

experiments were implemented on a PC that has the following features: processor = Core i7 running at 3.20 GHz, 

RAM = 16 GB, SSD = 1 TB, and operating system = Windows 10. In this study, the proposed OSELM classifier was 

evaluated utilizing a variety of valuation metrics. These evaluation metrics are including (TN) True Negative, (TP) 

True Positive, (FN) False Negative, (FP) False Positive, (G-M) G-Mean; (A) Accuracy; (S) Specificity; (F-M) F-

Measure; (MCC) Matthews Correlation Coefficient; (R) Recall; (ROC) Receiver Operating Characteristic; and (P) 

Precision. Equations (11-17) [35-40] demonstrations these evaluation metrics. 

accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
                                                  (11) 

precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                            (12) 

recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                 (13) 

F − Measure =
(2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
                                  (14) 

G − Mean = √𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛                                     (15) 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                          (16) 

MCC =
𝑇𝑃 ×  𝑇𝑁−𝐹𝑃 ×𝐹𝑁

√(𝑇𝑃+𝐹𝑃) ×(𝑇𝑃+𝐹𝑁)×(𝑇𝑁+𝐹𝑃)×(𝑇𝑁+𝐹𝑁)
                        (17) 

All results of the experiments for the proposed OSLEM classifier are presented in table 3 below. The results for the 

highest G-M, A, S, F-M, MCC, R, and P are conveyed in bold font. More so, figure 3 shows the results for the highest 

achieved G-M, A, S, F-M, MCC, R, and P.   

TABLE III 

THE EXPERIMENTAL OUTCOMES OF THE PROPOSED OSELM METHOD 

Hidden 

Neurons 
A P R S MCC F-M G-M 

50 92.72 99.12 91.80 96.55 80.20 95.32 95.39 

100 93.38 94.69 96.40 85.00 82.77 95.54 95.54 

150 90.73 96.46 91.60 87.50 74.49 93.97 94.00 

200 91.39 94.69 93.86 83.78 76.95 94.27 94.27 

250 92.05 96.46 93.16 88.24 78.35 94.78 94.80 

300 89.40 94.69 91.45 82.35 71.04 93.04 93.06 
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Fig. 3. The utmost achieved results 

Based on the experimental results presented on table 3 and figure 3, the highest R, A, F-M, MCC, and G-M were 

attained by the proposed OSLEM when the hidden neurons number was equal to 100. The OSLEM yielded the 

highest A rate of 93.38%, R rate of 96.40%, MCC rate of 82.77%, F-M score of 95.54%, and G-M score of 95.54%.  

Furthermore, the highest P rate of 99.12%, and S rate of 96.55% were achieved by the proposed OSLEM when the 

hidden neurons number was equal to 50. Consequently, the proposed OSLEM may be a suitable technique for the 

PD prognosis utilizing voice data. The confusion matrix as well as the ROC outcomes for the utmost (A) Accuracy 

yielded by the proposed OSLEM classifier are depicted in Figures (4 and 5). 

 

Fig. 4. Confusion matrix of the uppermost attained accuracy by the proposed OSELM classifier 
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Fig. 5. ROC result of the uppermost attained accuracy by the proposed OSELM classifier 

More so, the statistical assessment of the proposed OSLEM model has been carried out through the 

implementation of addition experiment to gain further evidence on the effectiveness of OSLEM in the prognosis of 

PD. The experimental results conveyed in table 4 shows that the uppermost accuracy rate was attained by the 

proposed OSLEM with 100 nodes based on 30 runs. Table 4 shows that statistical results obtained from the 

additional experiments. In addition, figure 6 shows all the evaluation measurements boxplot throughout the 30 

runs.  

TABLE IV 

THE STATISTICAL RESULTS OF THE PROPOSED OSELM MODEL 

Mean  

A P R S F-M G-M MCC 

91.28% 98.81% 89.66% 95.35% 93.98% 94.11% 73.67% 

 

RMSE 

A P R S F-M G-M MCC 

8.7583 1.8149 10.5766 6.9693 6.0663 5.9332 26.5460 

 

STD 

A P R S F-M G-M MCC 

0.8215 1.3664 2.2259 5.1884 0.7335 0.6761 3.3440 

 

Max 

A P R S F-M G-M MCC 

93.38% 100.00% 95.69% 100.00% 95.94% 95.96% 81.40% 

 

Min 

A P R S F-M G-M MCC 

90.07% 95.65% 87.60% 83.33% 93.39% 93.60% 67.73% 
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Fig. 6. The evaluation measurements’ boxplots throughout the 30 runs 

The results presented on table IV show that all the metrics used in evaluating the proposed OSLEM approach 

achieved mean values that were close to the optimal/observed value of 100%. This implies that the OSLEM 

technique achieved P, F-M, A, G-M, R, S, and MCC values that are very close to the optimal/observed value of 100% 

within the 30 runs, while the RMSE and the STD were low (close to zero). This provides evidence that the proposed 

OSLEM model is effective and demonstrates high performance in the classification of PD in 30 runs. The results of 

the statistical evaluation presented in Table IV reveals that the following were achieved by the proposed OSLEM 

approach:   

a) The mean value for the A was 91.28%, P was 98.81%, R was 89.66%, F-M was 93.98%, G-M was 94.11%, MCC 

was 73.67%, and S was 95.35%. 

b) The RMSE value for the A 8.7583, P 1.8149, R 10.5766, F-M 6.0663, G-M 5.9332, MCC 26.5460, and S 6.9693. 

c) The STD value for the A was 0.8215, P was 1.3664, R was 2.2259, F-M was 0.7335, G-M was 0.6761, MCC was 

3.3440, and S was 5.1884. 

In addition, the performance of the proposed OSLEM model in terms of accuracy in diagnosing PD was compared 

with some recent works that used the identical database [21, 41-43]. The accuracy comparison results for the 

proposed OSLEM and the former works are presented in Table 5. Based on the outcomes presented in Table 5, the 

OSLEM classifier revealed superior performance in terms of accuracy. Thus, this study provides evidence that 

shows that the proposed OSLEM classifier is effective in classifying PD using voice data that can support doctors in 

a more accurate and easy diagnosis of the Parkinson Disease in clinical. 

TABLE V 

THE COMPARISON OF THE HIGHEST ACCURACY OUTCOMES 

Method Accuracy 

SVM + mRMR [21] 86.00% 

ANOVA+RF [42] 91.00% 

ReliefF + NN [43] 92.50% 

CNN (9-layered) [41] 86.90% 

Proposed Method 

(OSELM) 
93.38% 

IV. Conclusion 

This work primarily focused in proposing a model for the accurate diagnosis of PD based on MFCC features with 
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OSLEM classifier. The testing of the performance of the proposed PD diagnosis (MFCC-OSLEM) was carried out 

using the PDCD database made up of voice signals of prolonged pronunciation of the vowel /a/. Results of the 

experiments showed that superior performance was demonstrated by the OSLEM classifier as compared with other 

classifier proposed in previous studies as shown in Table 5. The proposed OSLEM classifier demonstrated 

remarkable performance with an A rate of 93.38%. More so, the proposed OSELM classifier has attained 96.40%, 

82.77%, 95.54%, 95.54%, 99.12%, and 96.55% for R, MCC, F-M, G-M, P and S, R. Nevertheless, this study is only 

concerned with the classification of the voice signals into two classes which are PD and healthy, while neglecting 

other diseases. Thus, future work can be focused on the implementation of the proposed OSLEM classifier on a 

database with more voice signals of many more diseases. More so, the biases and input weights of the OSLEM can 

optimized through the use of optimization methods so that more appropriate input weights as well as biases can be 

generated, thereby resulting in the minimization of errors that may occur in the process of classification. 
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