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Introduction: During Mobile Data Collector (MDC) based data aggregation in Internet of 

Things (IoT) applications, latency and energy consumption increases, due to incorrect visiting 

schedules of MDCs.   

Objectives: To determine data collection schedules of MDC, based on IoT sensor’s data 

generation rate. 

Methods: In this paper, a Federated Reinforcement Learning (FRL) framework is proposed 

for MDCs in IoT applications. In this technique, the data generation rate of IoT nodes are 

learned by applying FRL framework from which the nodes are classified as Emergency, 

Normal, Less Frequent and Rare. Then depending on the category of the nodes, the visiting 

schedule and stopping time of MDCs are determined.   

Results: The proposed FRM framework is implemented in NS2 and it has been shown the 

proposed MDC-FRL framework reduces the data collection latency and energy consumption 

and improves the accuracy. 

Keywords: Internet of Things (IoT), Mobile Data Collector (MDC), Federated Reinforcement 

Learning (FRL), Data generation patterns. 

 

Introduction 

IoT has emerged in recent years as a result of substantial advances in communication among devices[1]. In  IoT, a 

Wireless Sensor Network (WSN) is a common technology that provides multi-user access through a multi-app 

platform. Lower energy costs, better use of natural resources, safer cities, and a healthier environment may all be 

achieved via the usage of IoT solutions [2].Artificial Intelligence (AI) and IoT have gained the attention of 

academics because of their fast increase [3]. 

IoT networks may save a lot of power by using mobile data collecting. When using a MDC, the biggest problem is 

determining and arranging the MDC’s course to gather data from nodes. Static techniques of obtaining mobile data 

only identify a solution to a problem with predetermined variables[4][5]. 

Data loss may be reduced even at high data rates and over a wide range of network sizes by ensuring that the data 

reception rate increases [6]. It has become more difficult to handle and analyse large data repositories generated by 

recent advances in data collecting devices for smart cities [8][9]. The collecting of data in the many IoT ecosystems 

has become a complex process. In MDC based data collection techniques, if a cluster has no data to send in a 

specific time slot, the MDC has to omit that cluster or to reduce the visiting times  [10][11].  

1.1 Objectives 

The main objectives of this paper are stated as below: 

o To generate data collection schedules for nodes based on their data generation pattern 

o To determine a visiting schedule for MDC based on the nodes data generation pattern 
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o To reduces the latency and energy consumption during data collection 

 

Related Works 

Abdulsalam et al [12] have explored the topic of enhancing the WSN lifetime using a cluster-based data gathering 

method. They suggested a fresh approach to solving the issue. In this work, MDCs serve as CHs in an algorithm for 

cluster-based aggregation. 

Li et al. [13] have introduced a new information collection architecture that allows the UAV to simultaneously 

gather sensed data, if the devices come into the communication range of UAV. 

To examine the coverage efficiency of MDC with IoT devicess, Ma et al. [14] have suggested a analytical framework 

which has a mobility model. They've derived exact formulas for the common contact time (CT) and inter-contact 

time (ICT) from sensors and MDC. 

A distributed MDC sojourn point nomination technique that Mazumdar et al. [15] suggested greatly reduces the 

WSN's message complexity and energy usage. The chosen Data Collection Points (DCPs) are communicated to the 

BS, which then applies a modified ACO algorithm to create the MDC traversal path. 

Methodology 

3.1 Contributions  

The system model consists of IoT sensors grouped into clusters, a gateway and MDC. Initially, IoT devices and 

sensors are arranged into clusters depending on their geographical information. A gateway collects the data from 

each cluster, aggregates it and transmits to the MDC.   

This work defines a FRL framework for MDC in IoT applications. In this work, the data generation rates of IoT 

sensors are learned using FRL. In FRL, each IoT device trains its local model and transmits it to the gateway. The 

model parameters are aggregated by the gateway into a global model which are transmitted to the IoT devices 

again. Then depending on the category of nodes, the number of slots, slot duration and visiting schedules of MDC, 

are determined.   

3. Federated Learning (FL) 

In FL, the IoT users and the gateway share a global model for training and the original dataset is stored at the users 

devices. Each user trains his local ML model using his dataset. Then, they upload their local model parameters to 

the gateway, which then aggregates them to generate a global model. 

A normal FL model has a FL server and a set S of contending users. Each user Ui has a dataset DSi which is trained 

by a local model MLi . The parameters Pi of each model MLi are transmitted to S, which aggregates all Pi to obtain a 

global model MG based on an aggregation policy.  

The main steps performed in the training process of FL include: 

1. Initializing and sistributing the model: In first iteration, S distributes the initial global model MG1 

and all task parameters to the contending users  

2. Training and Updating the local model: In each iteration t, each user Ui updates its parameters Pi of 

MLi based on the global model MGt  . Then Ui uploads its updated Pi to S. 

3. Aggregating local models and updating the global model: In each iteration t, S aggregates all the 

MLi received from Ui. 

4. Distributing the Update global model: Finally, S broadcasts its updated global model MGt+1 to the 

users,  in next iteration (t+1).  

These steps are repeated until the local model converges or the required accuracy is achieved. 

3.2  Reinforcement Learning (RL) 

Let x = state space and y = action space. Reinforcement Learning (RL) or Q-learning is an algorithm for the 

environment, which is limited by small state spaces .Deep Q-Learning technique applies neural networks to 

approximate the optimal Q-function𝑄𝜋 (x, y). 
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Experience replay method allows to maintain the agent’s encounters at each right time slot n within the 

information set.  

At time slot n, the agent’s encounters can be denoted as  follows: 

AGn = (xn, yn, rn+1, xn+1)   (1) 

The policy system w approximates the insurance policy that is optimal locating the option Q function. The current 

state xn is accepted. In addition, The evaluation of the value A(xn, yn, w) will be determined. To boost stability of 

learning, a target system w’ is employed. The goal community loads are frozen utilizing the policy that is initial and 

so are updated periodically. 

The next state xn+1 is accepted by this, thereby making the Q-value outputs (xn+1, yn+1, w’). The Q-values are updated 

to fulfil the loss function, as given by 

LF(w) = E[TGn -Q (xn, yn))2]   (2) 

where TGn  is the target value, given by  

TGn = wn +cn-1maxQ(xn+1 , yn+1 , w’)  (3) 

where Q-value for the state xn+1 is given to the target network w’ , for accurate training. 

3.3 FRL Process  

FRL is a combination of FL and RL techniques [13]. FRL techniques can use observations from many environments 

together for RL. Hence we utilize FRL to train the data generation patterns of IoT devices and classify each cluster 

into Emergency, Normal, Less Frequent and Rare.  

The visiting schedules and stopping times of MDCs are determined based on the category of sensors, which are 

derived from the type of IoT sensor and data generation rate Drate . Tab1e shows the type of sensor, Drate and the 

corresponding category.  

________________________________________________________________ 

Type of sensor   Drate    Classified category        

____________________________________________________________________________ 

1    ----    Emergency 

2  Drate> Dmax   Normal 

2  Dmin>Drate<= Dmax  Normal 

2  Drate<= Dmin   Normal 

3  Drate> Dmax   Less Frequent 

3  Dmin>Drate<= Dmax  Less Frequent 

3  Drate<= Dmin   Rare 

_____________________________________________________________________________ 

Table 1 Categories of Assignment of scheduling priorities 

Let Uj {j=1, 2, ..., K} is the set of users to collectively apply FRL model for uploading an IoT task. Here, the BS acts 

as an aggregation server for each IoT device. 

The FRL algorithm is then presented below: 

1. In data learning process, the type and Drate of each Uj is learned using FRL. 

2. Then its category Cj is determined. 

3. Each Uj forms their dataset DSj={Tt, type, Drate, Cj}, where Tt is the time at iteration t.  

4. Uj and BS share a global model for training 

5. Each Uj perform training using the shared model on their dataset DSj 

6. After training, Uj obtains its local model MLj 
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7. Uj upload its MLj to BS 

8. BS aggregates all MLj , to derive the global model MG 

9. BS again shares the global model MG to all Uj. 

10. Once the training is completed, the visiting schedules Vj of MDC is determined based on Cj 

By applying the distributed training process at the IoT devices, the gateway and BS can enhance the training results 

devoid of affecting the privacy of user data. 

Experimental Results 

4.1 Experimental Parameters 

The FRL-MDC framework is simulated in NS2 and the FRL model is represented in Python. The experimental 

settings consists of 100 nodes deployed in a 50mX50m region. The IEE 802.15.4 standard is applied for IoT 

networks. There are 6 exponential and constant bit rate traffic flows with a rate of 50-250Kbps.  

4.2 Comparison Results 

The performance of FRL-MDC is compared with the data collection method based on Improved Dragonfly 

Algorithm  (DC-IDA) [16] in terms of packet delivery ratio, packet drop, and residual energy by varying the traffic 

rate from 50 to 250 Kbps.  

 

Figure 1 Delay for varying Rate 

Figure 1 shows the delay values for different rate values. From the figure it can be see that the delay of FRL-MDC is 

45% lesser than DC-IDA. 

 

Figure 2 Packet Delivery Ratio for varying Range 

Figure 2 shows the packet delivery ratio values for different rate values. It can be seen that packet delivery ratio of 

FRL-MDC is 10% higher than DC-IDA. 
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Figure 3 Packet Drop for varying Range 

Figure 3 shows the packet drop values for different rate values. It can be seen that packet drop of FRL-MDC is 45% 

lesser than DC-IDA. 

 

Figure 4 Residual Energy for varying Range 

Figure 4 shows the average residual energy obtained for various data rates. It can be seen that FRL has 10% higher 

residual energy, when compared to DC-IDA. 

4.3 Classification Results 

The classification results of FRL are compared against the existing FL and CNN models. Figure 5 shows the results 

of accuracy, sensitivity and F1-score values for these models. 

 

Figure 5 Comparison of Accuracy, sensitivity and F1-score 
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Figure 5 shows that FRL has 2% higher accuracy than FL and 8% higher accuracy than CNN. Similarly, FRL has 6$ 

higher sensitivity than FL and 11% higher sensitivity than CNN. The F1-score of FRL is 3% more than FL and 7% 

more than CNN. 

Conclusion  

In this paper, a Federated Reinforcement Learning (FRL) framework is proposed for MDCs in IoT applications. In 

this framework, the data generation rates of sensors are learned using FRL. The parameters of the aggregated 

global model are delivered to the IoT sensors again. Then depending on the category of sensors, visiting schedules 

of MDCs are determined. The proposed FRL-MDC framework has been implemented in NS2 and results have 

shown that FRL-MDC reduces the data collection delay and packet drop and improves the residual energy and 

packet delivery ratio.   
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