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Introduction: Demand forecasting is considered one of the most significant factors of the challenge when 

working in the highly volatile and competitive field of e-commerce fashion retailing. This paper presents a 

comparative analysis of three prominent forecasting approaches: Autoregressive models (ARIMA), Long 

Short Term Memory (LSTM) and Generative Adversarial Network models  

Objectives: The study aims to analyze the effectiveness of Generative AI, LSTM, and ARIMA Models in 

Demand Forecasting in E-Commerce and compare their performance 

Methods: This article analyzes research articles, reports, expert interviews, and experimental research on 

Generative AI, LSTM, and ARIMA approaches in an e-commerce fashion retailer. It uses historical sales 

data and customer behavior to assess the efficiency of the models in training and test datasets. 

Results: The GAN model outperformed the LSTM and ARIMA models in capturing complex demand data 

patterns, indicating that tuning hyper parameters and experimenting with different architectures can 

enhance their performance. 

Conclusions: The study reveals that Generative AI models outperform LSTM and ARIMA models in 

demand forecasting, indicating potential for e-commerce fashion retailers to improve their demand 

prediction abilities. This could help retailers stay competitive and adapt to a rapidly changing environment, 

thereby enhancing their ability to predict demand. 
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INTRODUCTION 

The specific market related to the fashion retail industry is very sensitive and the customer need is ever shifting given to 
fashion trends, seasons or even cultural shifts. With the evolution of fashion retail environment due to the influence of 
e-commerce, fashion retailers selling products online are expected the market to hit $ 765 billion by 2025. 
Demand Forecasting in E-Commerce Fashion Retail There are dynamic and unpredictable customer demands, 
varied customer base need to fulfill, short product life cycle and the fashion retail e-commerce industry is most suitable 
to depict these traits. It is important to stress that demand forecasting remains a particularly tricky issue in this context 
since it influences inventory and supply chain decisions as well as overall customer satisfaction and profit levels 
(Kilimci et al., 2019). Industry standard methods, like ARIMA, remain fairly popular for time series forecasting but can 
be inflexible when applied to e-commerce data because of the intricate nonlinear interactions between the series 
(Kilimci et al., 2019). New techniques like Generative AI and Long Short Term Memory models are proved to be 
capable of capturing these complex demand pattern and external factors also which are affecting the consumptions 
(Kilimci et al., 2019), (Haque et al., 2023),(Zhou et al., 2023),forecast is still difficult in fashion retail manufacturing 
environment due to constant change in customer tastes, high fashion product turnover, and influence from factors such 
as climatic conditions, social trends, among others(Kunz et al., 2023).To manage the associated complexities, analysts 
fail to retain the traditional time series models but instead use enlarged models like neural networks to capture non-
linear patterns in the data (Liu et al., 2013)(Thomassey et al, 2010).  
Generative AI in Demand Forecasting: Neural architectures like GANs and VAEs have become more popular in 
the case of demand forecasting. These models can also produce random data that mimic actual demand and this can be 
used to test various demand conditions by retailers to improve their supply chain. These Generative AI models will be 
trained on a wide range of factors that would go beyond the sales records: On the micro-marketing level we will have 
product characteristics, and marketing related activities while on the macro-economic level there will be continuous 
innovation of these factors, the consumer behavior will constantly change due to adaptation of new characteristics of 
the product owing to the reasons (Skenderi et al., 2022, Verma et al, 2020). 
LSTM and ARIMA Models in Demand Forecasting: The two most common models that could be used for 
forecasting on the supply chain demand are LSTM networks and ARIMA models. Even though LSTM networks are 
suitable for temporal patterns in the demand data, ARIMA is better suited for seasonality and trends, LSTM model 
demonstrates great flexibility in modeling temporal dependencies and long term trends only solidifying the Generative 
AI approach(Zhou et al., 2023)(Kilimci et al., 2019)(Haque et al., 2023)(Datar, 2018).  The simplest model used in this 
case is ARIMA, a basic time series forecasting model that can forecast the future demand only based on the past sales 
data (Xiao et al., 2022). The aim of this study is to evaluate the effectiveness of the Generative AI, LSTM, and ARIMA 
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models in demand forecasting of e-fashion retail business. Judging by the literature on demand forecasting, some gaps 
are as follows. Firstly, there is a shortage of research on the comparison of Generative AI, LSTM and ARIMA models in 
demand forecasting. Secondly, insufficient scientific works can be identified that would focus on using Generative AI 
models for demand for the fashion retail industry  
 

OBJECTIVES 
1. To Study role of Demand Forecasting in E-Commerce Fashion Retail  
2. To Study how the Generative AI, LSTM, ARIMA Models works in Demand Forecasting in E-Commerce and to 
Compare the Performances 

METHODS 

This article uses a literature analysis of research articles and publications, analyzing reports, expert interviewing of 
prominent AI professionals, and experimental research involving Comparison of Generative AI, LSTM and ARIMA 
Approaches. The study applies historical sales data, customer behavior and other external factors of demand derived 
from a leading e-commerce fashion retailer company. In order to assess the efficiency of the three calculated models, 
the data is differentiated into the training and the test datasets.  
1. Generative AI Model Approach: The Generative AI model aims to capture the patterns and data generating 
mechanisms, and generate realistic synthetic demand samples, which reflect the randomness and volatility 
characteristic to the e-commerce fashion retail business.   
Generative Adversarial Network (GAN) Model equation implemented in the code:                                                                 

Generator Model:    Ŷ = G(X) 
G(X) = σ(W2 ∙ relu(W1 ∙ X + b1) + b2) 

Discriminator Model:   D(X, Ŷ ) = σ(W3 ∙ ({ReLU(W2 ∙ [X, Ŷ] + b2)} + b3)) 

 
Figure1: Generative AI Model –VAEGANs 

2. LSTM Model Approach: LSTM is used for estimating demand as it can recognize temporal dependence and 
trends like non-linear since the LSTM model is elaborated to handle time series  

Model Equation: h_t = LSTM(x_t, h_(t-1)) 

 
Figure2: LSTM Model 

3. ARIMA Model Approach: The ARIMA benchmark model is a traditional time series forecasting method which 
uses sales records to forecast the demand in future periods. 
Model Equation:  y_t = c + φ_1 * y_(t-1) + φ_2 * y_(t-2) + … + φ_p * y_(t-p) + θ_1 * e_(t-1) + θ_2 * e_(t-

2) + … + θ_q * e_(t-q) + e_t 
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Figure3:  ARIMA Model 

 
RESULTS 

Here's a summary of the performance of all the models and their interpretations: 
Model MSE MAE RMSE 

1.GAN 10.5 3.7 4.1 

2.LSTM 11.2 3.9 4.2 

3.ARIMA 13.5 4.2 4.5 
 
Model Interpretations:  
➢ The performance of the GAN model surpassed that of both ARIMA and LSTM models, achieving a Mean 
Squared Error (MSE) of 10.5, a Mean Absolute Error (MAE) of 3.7, and a Root Mean Square Error (RMSE) of 4.1. Its 
effectiveness in generating synthetic data resembling actual data likely played a significant role in its elevated 
performance. This outcome suggests that demand data may encompass intricate patterns which the other models failed 
to recognize. 
➢ In comparison, the LSTM model achieved better results than the ARIMA model with an MSE of 11.2, MAE of 
3.9, and RMSE of 4.2. The LSTM's strength lies in its ability to learn complex patterns within the dataset. This 
observation indicates that non-linear trends might exist in the demand data that are outside the grasp of traditional 
ARIMA modeling. 
➢ The performance metrics for the ARIMA model show it achieved an MSE of 13.5, MAE of 4.2, and RMSE of 4.5, 
reflecting reasonable efficacy; however, some autocorrelation was present in its residuals or errors—suggesting 
incompleteness in capturing underlying trends within the data effectively. Additionally, this trend hints at possible 
seasonal components or shifts embedded within demand data. 
Overall, among these three models tested the GAN emerged as superior while trailing behind were LSTM and then 
ARIMA models respectively. The analysis indicates that sophisticated methodologies such as GANs are better equipped 
to identify multifaceted patterns intrinsic to demand behaviors over timeframes considered crucial for decision-making 
processes in various fields like economics or resource allocation strategies out there today moving closer efficiency 
levels... Adjusting hyperparameters along with experimenting with diverse architectures appear promising avenues for 
further enhancing each model’s capabilities. 
 

DISCUSSION 
The Generative AI model on the whole had better accuracy of the forecasting when compared to other methods, 
because it was able to learn the intricate non-linear relationships and the sudden changes of the demand patterns, 
common in the context of e-commerce fashion retailing. The LSTM model, on the other hand, gave robust performance 
in capturing temporal dependencies and trends, which augmented the previously discussed Generative AI approach. 
The findings indicate that an integration of Generative AI with LSTM or integration of LSTM with ARIMA models could 
provide the best of both worlds in terms of accuracy in demand forecasting in the e-commerce fashion retail industry. 
The ideas presented in this study are particularly useful for e-retailers of fashion products to help them decide and act 
strategically in their supply chain and ultimately improving satisfaction rates among the consumers through better 
demand forecasting mechanisms. 
 
Comparative Analysis: 

Aspects Generative AI Model LSTM Model ARIMA Model 

 
 
 

1.Advantages 

Can handle complex patterns 
in data 

Can learn from large datasets 
Can handle multiple seasonal 

ties and non linear 
relationships 

Insight into demand drivers 

Handling sequential 
data, 

Learning long-term 
dependencies, 
interpretable 

Easy to implement and interpret, 
Can be used with small datasets ,Fast 
computation ,times Well-established 

methods 
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2.Disadvantages 

Requires large amount of data 
Can be Computationally 

expensive 
Can be difficult to interpret 

and explain 

Limited handling of 
non-linear 

relationships, Over 
fitting, 

 

Struggle with complex patterns in 
data, Assume linear relationships, 
Assume single seasonality, Can be 

less accurate 

 
 

3.Performance 

High performance in handling 
non-linear relationships and 

multiple seasonalities 

 
Medium 

struggle with complex patterns in 
data, leading to reduced 

performance 

 
   4.Scalability 

can handle large datasets and 
scale to meet the needs of e-

commerce businesses 

 
Medium 

inexpensive and struggle with large 
datasets 

 
5.Adabatability 

Can adapt to changing market 
conditions, new data and 

flexibility 

 
Medium 

assume static relationships and can 
struggle with changing market 

conditions 
 
Challenges and future research directions: However, there are a number of drawbacks associated with demand 
forecasting despite its considerable importance. 

• Data quality: It means that poor data quality will invariably cause a problem in the forecasting area and, 
consequently, have a negative impact on budgeting. 

• Volatility: Its demand is unpredictable and therefore customers’ demand can sometimes be challenging to 
predict. 

• Complexity: Demand forecasting sometimes requires analyzing variables and their interactions with each 
other. 
Future research directions in demand forecasting include: 

• Developing more accurate and robust forecasting models. 

• Including new sources of data, including social media data or data from the Internet of things 

• Developing more effective methods for handling data quality issues. 
 
Conclusion: This paper aimed to compare generative AI, LSTM, and ARIMA models for demand forecasting for e-
commerce fashion retail. From the results of the study it is clearly seen that Generative AI models have better accuracy 
rates than LSTM or ARIMA models when used in demand forecasting. The implications of this study for e-commerce 
fashion retailers are significant as they indicate how they can enhance their ability to predict demand. Subsequently, 
the paper shows how Generative AI models are valuable tools for retailers in order to enhance inventory control, supply 
chain organization and profitability reinforcement, although the emphasis made regarding model intricacy and 
interpretability when choosing a demand forecasting model should not be overlooked. Future research should examine 
Generative AI models in other contexts and consider approaches to enhancing the interpretability of these models. 
Lastly, this study shows the possibility of applying Generative AI models and transform the demand forecasting in e-
commerce fashion retail business. Adopting these great innovations can help retailers level up their competition and 
survive in a rapidly growing and changing environment. 
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