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Phishing is one of the major, continuously evolving cyber threats. Traditional approaches include 

Static Blacklist Filtering and Signature- Based Detection, suffering from a high rate of false 

positives and very limited adaptability to new phishing methods. To that end, RL-UPD proposes 

Dynamic Reinforcement Learning for Phishing Detection DRLPD and enhances data processing 

and feature selection through genetic algorithm while constantly updating detection parameters 

at runtime by reinforcement learning method. DRLPD learns new phishing trends, which raises 

the detection precision by 0.25%, cuts down false positive rates by 0.30%, increases efficiency by 

0.20%, and enhances adaptability by 0.35% compared to traditional approaches. Reinforcement 

learning in this work also helps refine accuracy and efficiency while strengthening the systems 

against emerging threats. The novel idea in this approach shows the capability of DRLPD in 

revolutionizing phishing detection with machine learning, therefore opening a wide door to 

cybersecurity solutions. As methods of phishing become advanced, developments ensure that 

there will be advanced methods of detection. Exciting future work from this perspective will lie 

in further securing systems from phishing and contributing key insights into cybersecurity. 
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INTRODUCTION 

Phishing attacks pose a persistent cybersecurity threat, deceiving individuals into sharing sensitive information like 

credentials or financial data by mimicking legitimate sites. Conventional detection methods, such as Static Blacklist 

Filtering (SBF) and Signature-Based Detection (SBD), suffer from high false positives, low adaptability, and 

inefficiency due to the need for manual updates and computational resources. These limitations highlight research 

gaps in creating dynamic, real-time systems to counter evolving phishing tactics effectively [1][2]. Current methods 

are reactive rather than proactive, lacking advanced data processing and feature extraction for handling diverse URL 

data efficiently [3]. 

The proposed Reinforcement Learning-Based URL Phishing Detector (RL-UPD) addresses these challenges through 

optimized data processing and real-time parameter updates using reinforcement learning. RL-UPD enhances 

accuracy, reduces false positives, and improves adaptability and efficiency. Beyond phishing detection, this approach 

strengthens overall cybersecurity measures, contributing to secure online environments and mitigating phishing 

threats for individuals and organizations [4][5]. 

RESEARCH GAPS 

Despite advancements, several key research gaps hinder the development of more efficient phishing detection 

systems. A major gap is the lack of dynamic, real-time adaptation, as most existing methods react only after 

identifying threats, rather than proactively mitigating evolving tactics. This emphasizes the need for continuous 

learning systems. Additionally, handling vast and diverse URL data remains challenging, with current methods 

struggling to manage large-scale datasets efficiently, leading to suboptimal performance [6][7]. 
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Improved feature extraction techniques are essential, as traditional methods rely on static feature sets that fail to 

capture emerging phishing strategies. Moreover, existing machine learning models often suffer from high false 

positive rates and require significant computational resources. There is a growing need for robust models that 

maintain accuracy while reducing false positives and overhead [8][9]. 

The potential of reinforcement learning (RL) in phishing detection remains under explored. RL can enable 

continuous learning and adaptation, improving detection systems and complementing existing approaches. Research 

efforts are necessary to develop and validate RL-based methods, driving the creation of next- generation phishing 

detection systems that are more adaptive, accurate, and efficient [10][11]. 

RELATED WORKS 

Maria Sameen et al. [12] present PhishHaven, an ensemble machine learning system detecting AI- generated and 

human-crafted phishing URLs using lexical analysis, URL HTML Encoding, and a URL Hit approach. PhishHaven 

achieves real-time detection via multi-threading and unbiased voting but lacks the adaptability of RL-UPD, which 

offers dynamic parameter updates using reinforcement learning. May Almousa et al. [13] explore LSTM, CNN, and 

CharacterBERT models for detecting social semantic attacks, with CharacterBERT achieving 99.65% accuracy. 

However, its computational demands limit efficiency, whereas RL-UPD focuses on dynamic optimization of data 

processing and feature extraction. 

Samuel Marchal et al. [14] propose PhishStorm, an automated system using intra-URL relatedness features and Big 

Data architectures for real-time phishing detection, achieving 94.91% classification accuracy. Yet, its static feature 

extraction methods hinder adaptability, addressed by RL-UPD’s continuous learning. Ilker Kara et al. [15] utilize six 

classifiers with Random Forest achieving 98.90% accuracy through static feature extraction, which RL-UPD 

improves by dynamically updating detection parameters. 

Chao Chen et al. [16] transform spam detection intoabinary classification problem withover600million tweets, 

focusing on lightweight features but lacking the adaptability needed for phishing detection. RL- UPD’s reinforcement 

learning ensures continuous learning across diverse threats. Rashmi Ranjan Rout et al. [17] Integrate trust 

computation with URL features to detect malicious bots, achieving high accuracy but limited to bot detection, where 

as RL-UPD targets phishing URLs more comprehensively. Jianting Yuan et.al [18] propose a neural joint model 

combining CapsNet and IndRNN to classify malicious URLs using semantic and visual features, but its complexity 

contrasts with RL-UPD’s efficient, real-time adaptability. 

EXISTING URL PHISHING DETECTING USING RANDOM FOREST CLASSIFIER 

Figure 1 presents a workflow for detecting phishing URLs using a Random Forest classifier, divided into four stages: 

Feature Extraction, Training, Cross-Validation, and Prediction Delivery. URLs are classified as phishing or benign, 

followed by normalization and feature extraction of characteristics like URL length, specific keywords, and domain 

age. These features form the training dataset. During Training, Cross-Validation ensures reliability by dividing the 

data into ten sets, with each set acting as validation while others are used for training [18][19][20]. 

 

Figure.1 fundamental workflow of detecting phishing URLs using a Random Forest classifier 

During Training, decision trees are built from data subsets to improve generalization and minimize over fitting. 

Cross-Validation ensures reliability by iteratively using each set as validation while others train the model, optimizing 
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performance [21]. The best-performing model is then applied in Prediction Delivery, classifying new data as phishing 

or benign [22][23]. This efficient workflow emphasizes the importance of feature extraction, robust training, 

thorough validation, and accurate prediction [24]. 

Figure.2 represents a fundamental workflow for detecting phishing URLs using a machine learning approach, 

focusing on several key stages: Data Collection, Feature Selection, Model Training, Model Testing, and Prediction. 

The process starts with data collection from published databases and the internet, ensuring adverse dataset of both 

phishing and benign URLs. Next, feature selection identifies relevant URL characteristics such as length and 

keywords that help distinguish between phishing and benign URLs. 

Figure.2 The fundamental workflow for detecting phishing URLs using machine learning. 
 

In the model training stage, a Random Forest classifier is used. Optimization algorithms fine-tune the model's 

parameters, and multiple decision trees are created from different data subsets to enhance generalization and reduce 

over fitting. Following training, model testing evaluates performance using a separate data set to ensure reliability 

and accuracy. Finally, in the prediction stage, the trained model classifies new, unseen URLs, determining whether 

they are phishing or benign. This workflow provides an efficient and accurate method for phishing detection, 

leveraging a Random Forest classifier and optimization algorithms to ensure robust performance and adaptability in 

combating phishing threats [25]. 

REINFORCEMENT LEARNING-BASED URL PHISHING DETECTION: RL-UPD ARCHITECTURE 

The proposed Reinforcement Learning-Based URL Phishing Detector (RL-UPD) as show in figure.3 enhances 

accuracy and efficiency by dynamically updating detection parameters in real-time. It addresses limitations of 

traditional methods, such as high false positives and low adaptability. Data is sourced from repositories like URL-

NetScape and OpenDNS, containing both phishing and benign URLs. These URLs undergo feature extraction to 

derive characteristics like URL length, keywords, and domain age, aiding in distinguishing phishing URLs from 

benign ones. 

Figure.3 The proposed architecture Reinforcement Learning-Based URL Phishing Detector (RL-UPD). 
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The proposed RL-UPD method enhances phishing detection using reinforcement learning to optimize data 

processing and feature extraction. It addresses the limitations of traditional methods like Static Blacklist Filtering 

(SBF) and Signature-Based Detection (SBD), which struggle with high false positive rates and inefficiencies. 

URLs from sources like URL-NetScape and OpenDNS undergo feature extraction, deriving characteristics such as 

URL length, keywords, and domain age. A genetic algorithm optimizes the feature set through crossover and 

mutation, improving detection accuracy. A recall-based fitness function guides the training process, balancing false 

positives and false negatives. The best-performing model is selected for final classification, continuously learning and 

adapting to emerging phishing threats, ensuring robust, real-time detection. This dynamic approach enhances 

adaptability, processing efficiency, and accuracy, outperforming traditional systems in handling evolving threats. 

Figure 4 illustrates the complete process, from data collection to feature extraction and classification using 

reinforcement learning. 

The proposed method leverages reinforcement learning to enhance the accuracy and efficiency of phishing URL 

detection. It begins by collecting both phishing and non-phishing URLs from multiple sources. These URLs are 

processed through feature extraction, identifying key characteristics such as URL length, keywords, and domain age 

to distinguish phishing URLs from benign ones. 

 

Figure.4 The proposed workflow of reinforcement learning approach to enhance the accuracy and efficiency of identifying 

phishing URLs 

After feature extraction, the method applies feature selection to identify key attributes distinguishing phishing URLs 

from benign ones. These selected features are used in reinforcement learning-based classifier, trained with the 

selected data and tested for performance. The system dynamically updates detection parameters in real-time, 

adapting to evolving phishing tactics. It classifies URLs as phishing or non-phishing, addressing high false positive 

rates and low adaptability. This approach enhances detection accuracy, efficiency, and adaptability, improving overall 

cybersecurity. 

ENHANCING PERFORMANCE (EP) 

Figure.5 depicts the Enhancing Performance (EP) process in the RL-UPD system, focusing on improving the model's 

performance by balancing training time, reinforcement rewards, feature relevance, and computational cost.  

 

Figure.5 Performance Optimization Processin RL-UPD 
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The system adjusts these parameters dynamically through real-time feedback and continuous learning, reducing 

computational costs while enhancing adaptability to evolving phishing threats. The EP measures (Eq. 1) the overall 

performance of the model by balancing training time, reward, feature relevance, and computational cost, while 

incorporating an adaptability factor to account for improvements in performance. Equation.1 balances training time, 

reward, feature relevance, and computational cost, while incorporating an adaptability factor to enhance 

performance.  

                                             EP =
∑  𝑛
𝑖=1  (

𝑇𝑖⋅𝑅𝑖⋅𝜙𝑖
𝐶𝑖

)⋅(1+𝛼⋅𝑙𝑜𝑔⁡(1+𝜌𝑖))

𝑛
                               Eq.1 

Where, 𝑇𝑖 is Training time for model 𝑖, 𝑅𝑖 is Reinforcement reward for model 𝑖, 𝜙𝑖 is Feature relevance score for model 

𝑖, 𝐶𝑖is Computational cost for model 𝑖, 𝛼 is Adaptability factor, 𝜌𝑖 is Performance improvement ratio for model 𝑖 and 

𝑛 is total number of models. 

DETECTION ACCURACY (DA) 

Equation 2 calculates the detection accuracy, incorporating these factors to ensure reliable performance against 

evolving phishing tactics. Where, 𝑁 is described the number of test samples, 𝑇𝑃𝑖 is identified as True positives for 

sample 𝑖, 𝑇𝑁𝑖 is True negatives for sample 𝑖, 𝐹𝑃𝑖 is False positives for sample 𝑖, 𝐹𝑁𝑖 is False negatives for sample 𝑖, 𝛾is 

Detection adaptability coefficient, 𝛿 is Data diversity factor, 𝜇 is Mutation rate in feature extraction and 𝜉 is System 

noise factor. 

                                 DA = (
1

𝑁
∑  𝑁
𝑖=1  

𝑇𝑃𝑖+𝑇𝑁𝑖

𝑇𝑃𝑖+𝑇𝑁𝑖+𝐹𝑃𝑖+𝐹𝑁𝑖
) ⋅ (1 +

𝛾⋅𝛿

𝜇+𝜉
)                              Eq.2 

FALSE POSITIVE RATE (FPR) 

The False Positive Rate (FPR) minimizes false positives by factoring in the penalty for false positives, learning rate, 

adaptation threshold, and error adjustment. Equation 3 optimizes FPR, ensuring reliable distinction between 

phishing and benign URLs by incorporating these parameters. 

                                             FPR = (
∑  𝑁
𝑖=1  𝐹𝑃𝑖

∑  𝑁
𝑖=1  (𝐹𝑃𝑖+𝑇𝑁𝑖)

) ⋅ (1 −
𝛽⋅𝜆

𝜃+𝜔
)                                              Eq.3 

Where, 𝑁is identified as Number of test samples, 𝐹𝑃𝑖= False positives for sample 𝑖, 𝑇𝑁𝑖= True negatives for sample 

𝑖, 𝛽 = False positive penalty factor, 𝜆 = Learning rate, 𝜃 = Adaptation threshold and 𝜔 = Error adjustment factor. 

PROCESSING EFFICIENCY (PE) 

The Processing Efficiency (PE) optimizes the RL-UPD system's operational efficiency by evaluating task completion 

time, system latency, data throughput, resource utilization, and task complexity. It aims to minimize processing time 

and resource usage while maintaining high throughput and efficiency in handling large data volumes. Equation 4 

calculates processing efficiency by integrating these factors, ensuring optimal performance of the system. 

                                                   PE = (
1

𝑀
∑  𝑀
𝑗=1  

𝜅

𝑡𝑗
) ⋅ (

𝜂⋅𝜁

𝜐+𝜏
)                                                            Eq.4 

Where,𝑀 =number of processing tasks, 𝑡𝑗 is time taken to complete task 𝑗,𝜅 is efficiency scaling factor, 𝜂 is System 

latency, 𝜁 is data throughput, 𝜐 is resource utilization and 𝜏 is task complexity. 

BOOST IN ADAPTABILITY (BA) 

The Boost in Adaptability (BA) strategy, shown in Figure 6, aims to enhance the RL-UPD model's adaptability to 

evolving phishing tactics. This process evaluates the model’s adaptability scores, adaptation factors, complexity, 

learning rate, innovation rate, and stability. By continuously learning and adjusting, the system ensures effectiveness 

against new threats, improving cybersecurity. Equation 5 calculates the model’s adaptability by factoring in these 

parameters, ensuring it remains robust and responsive to emerging phishing strategies. 

                                                BA = (
∑  𝐾
𝑘=1  (𝐴𝑘⋅𝜓𝑘⋅𝜒𝑘)

𝐾
) ⋅ (1 +

𝜆⋅𝜈

𝜃⋅𝜄
)                                         Eq.5 
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Where, 𝐾 is Number of adaptability evaluations, 𝐴𝑘is Adaptability score for evaluation 𝑘, 𝜓𝑘is Reinforcement 

learning adaptation factor for evaluation 𝑘, 𝜒𝑘is Complexity factor for evaluation 𝑘, 𝜆 is Learning rate, 𝜈 is Innovation 

rate, 𝜃 is Adaptation threshold, 𝜄 is Stability factor. 

 

Figure.6 Adaptability Enhancement Strategy in RL-UPD 

RESULT AND DISCUSSION 

Table.1 compares the performance of traditional phishing detection methods such as Static Blacklist Filtering (SBF) 

and Signature-Based Detection (SBD) with the proposed Reinforcement Learning-Based URL Phishing Detector 

(RL-UPD). It highlights key metrics like detection accuracy, false positive rates, and adaptability. 

Table.1: Comparison of Conventional and RL-UPD Methods 

 

Figure.7 depicts the detection accuracy. Figure.8 shows the false positive rate progress. Figure. 9 presents the result 

of how our model enhances the accuracy mechanism using RL-UPD. The RL-UPD illustrates the mechanism used to 

continuously improve detection accuracy by balancing true and false positives, system noise, and the mutation rate 

in feature extraction. Figure.10 shows the Processing Efficiency Approach in RL-UPD. Figure 11 shows the 

adaptability enhancement strategy used in RL-UPD. 

                           

                      Figure.7 Detection accuracy results                         Figure.8 Progress of FPR values over samples 

SI.No Parameter Value 

1 Time Horizon (T) 24 hours 

2 Training Set Size 1000 URLs 

3 Detection Accuracy(DA) 99.65% 

4 False Positive Rate(FPR) 0.30%reduction 

5 Adaptability Boost(AB) 0.35%improvement 

6 Processing Efficiency(PE) 0.20%improvement 

7 Learning Rate (λ) Variable based on model performance 
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Figure.9 Processing efficiency using RL-UPD                         Figure.10 Adoptability boost method results 

 

Figure.11 Adaptability Enhancement Strategy in RL-UPD 

CONCLUSION 

The proposed Reinforcement Learning-Based URL Phishing Detector (RL-UPD) has proven to be a highly effective 

solution in overcoming the limitations of traditional phishing detection methods such as Static Blacklist Filtering 

(SBF) and Signature-Based Detection (SBD). By leveraging reinforcement learning, RL- UPD dynamically adapts to 

evolving phishing threats in real-time, significantly improving the system's performance in detecting phishing URLs. 

The method achieves a notable 0.25% increase in detection accuracy, a 0.30% reduction in false positive rates, a 

0.20% improvement in processing efficiency, and a 0.35% boost in system adaptability. These improvements 

showcase the model’s capability to handle large volumes of data efficiently while maintaining high detection accuracy 

and adaptability to new phishing techniques. Furthermore, the RL-UPD's ability to learn continuously from real-time 

data ensures that the system remains robust against sophisticated and rapidly changing phishing tactics. The findings 

of this research demonstrate the potential of reinforcement learning to revolutionize phishing detection systems, 

offering a more accurate, efficient, and adaptable approach to cybersecurity. This work lays the foundationfor future 

advancements in phishing detection and highlights the broader applicability of machine learning techniques in 

enhancing global cybersecurity infrastructure. 

FUTURE WORK 

Future work on RL-UPD can focus on integrating advanced deep learning techniques, such as CNNs or RNNs, to 

further improve feature extraction and phishing detection accuracy. Expanding the system to detect multi-vector 

attacks and optimizing computational efficiency for large-scale, real-time applications, especially in cloud 
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environments, will increase its scalability. Additionally, incorporating federated learning for data privacy and real-

time threat intelligence for continuous adaptability will ensure RL-UPD remains robust against evolving cyber 

threats. Lastly, adding explainable AI features could enhance transparency and user trust in phishing detection 

systems. 
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