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Diabetes mellitus (DM) is a serious health concern world wide as the population with DM 

raises considerably over years. This brings a necessity to predict DM very earlier with utmost 

accuracy. This research work provides a framework which combines Multi Objective Bat 

Algorithm (MOBA) which enhances the capability of Convolutional Neural Network (CNN). 

This MOBA-CNN is used to predict the DM earlier. Synthetic data which mimics the real world 

data is used for training the model. The MOBA is a kind of swarm intelligence which optimizes 

the feature subset by simultaneously maximizing the classification accuracy and bringing down 

the number of selected features. This enhances the predictive performance and computational 

efficiency. This work uses 50,000 synthetic data samples which includes several information 

like height, weight and other common diabetic risk factors like family history, diet etc. The 

generated samples are divided into training sets where MOBA optimizes the features and the 

optimized features are fed to the CNN. Experimental results portray that the optimized feature 

selection reduces the input dimensionality by over 30% while the critical information which is 

mandated for classification is preserved. The proposed framework achieved an average 

accuracy of 92.3% which surpasses the baseline models which operate without feature selection 

by 3-5%. In addition, the computational time is decreased by 18% due to the usage of feature 

optimization using MOBA. This speeds up the training process without compromising the 

prediction quality. 

Keywords: Diabetes Prediction, Predictive Science, MOBA, CNN. 

 

INTRODUCTION 

Diabetes Mellitus (DM) is a severe chronic syndrome which is characterized by the presence of hyperglycemia. This 

condition usually results in long term complications which includes cardio vascular diseases and other neuro 

related issues [1]. Several reports states that the trend with DM is raising which mandates the need for more 

efficient diagnostic tools [2]. The traditional screening methods which are used clinically are considered good. 

However, it may be more proficient with the use of computational intelligence which can be done through modern 

Machine Learning (ML) and Deep Learning (DL) techniques [3]. The major challenge in driving a predictive model 

in healthcare is the dimensionality problem where very high quantity of features can obscure the patterns, elevating 

the computational cost and bring down the interpretability [4]. In order to address this prominent issue, the feature 

selection process is used which concentrates on retaining the primarily important and informative features which 

will directly impact the model accuracy and the model efficiency [5]. To optimize this features, optimization 

algorithms are used. Usual Single Objective optimization techniques are inefficient in solving problems these days 

as most of the engineering problems are multi objective optimization problem and seriously involve trade-offs 

across more than one objectives [6].  Anthologies have shown that optimizing multi objective optimization 

problems, Bat Inspired algorithms have shown significant efficiency in optimizing conflicting objectives like 

maximizing accuracy and minimizing feature dimensionality [7]. This method when extended to multi objective 

framework (MOBA), navigate more complex solution spaces or search spaces by mimicking the bat’s echolocation 
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methodology to find more optimal or near optimal feature subsets. Moreover, Convolutional Neural Networks 

(CNNs), are competent complex networks which have shown substantial efficiency in data oriented tasks including 

synthetic and real medical datasets [8]. Synthetic data can solve the issues related to patient privacy and data 

scarcity which allows the researchers to refine and validate the model without  compromising confidentiality [9]. 

This work introduces a Diabetic Prediction Framework which combines the MOBA optimization for feature 

selection and CNN based classification model which is coupled with a probabilistic model for prediction. By 

providing a balance between predictive accuracy and minimizing  computational overhead, the proposed work aims 

to improvise the diabetes risk assessment in a robust and scalable way.  

1 LITERATURE SURVEY  

DM is a critical global challenge on health and hence researchers across the globe are working on complex 

predictive models that would improve the accuracy and effectiveness of prediction. In the past two decades, several 

ML models and optimization techniques have been developed to handle complex datasets.  

1.1 Traditional Machine Learning for Diabetes 

The traditional approaches [10] for machine learning in diabetes involved linear models and decision trees as their 

interpretability was good and was very easy to implement. [11] used logistic regression on a fair clinical dataset. It 

highlighted that linear boundaries can in some cases miss complex interaction. Similarly [12, 13] concentrated on 

using decision tree ensembles to capture non-linear dependencies. However, these methods suffered a lot with 

large data dimensionality [14]. Also, Ensemble learning which includes bagging and boosting refined the predictive 

power [15] which directly increased the performance gain over single learners. However, the dependence on feature 

engineering has limitation on scalability as several large variables were introduced [16]. In order to meet the actual 

complexity, researchers have started to adopt more flexible models such as Random Forests and Support Vector 

Machines (SVMs). While performing an analysis on multi- hospital registries for diabetes [17], proved that random 

forests provided more sensitivity for minority classes like high risk patients. However, it required heavy tuning and 

also more computational resources. In contrary, SVM classifiers were proved to handle sparce and high 

dimensional data in an efficient manner [18]. However, the performances of SVM deteriorated under significant 

class imbalance which is a recurring theme in diabetes risk prediction [19]. In a comparative study [20, 21] 

portrayed the importance of robust feature selection while combining the traditional ML methods with attributes of 

large scale.  

1.2 Feature Selection Strategies 

In computation to tackle the overfitting and computational overhead problem in medical datasets, feature selection 

is encouraged as a vital mechanism [22]. There are basic filter methods like correlation based and ANOVA F-tests 

but these are computationally in expensive as they can miss several complex feature interactions [23]. Also, 

Wrapper methods which including recursive feature elimination (RFE) and forward selection provides more 

nuanced subsets which commonly become prohibitively expensive for higher feature spaces [24]. Exploration and 

exploitation balance is achieved by Heuristic and Evolutionary approaches. Genetic Algorithms [25] reduced the 

features in diabetes classification while maintaining higher accuracy levels. Particle Swarm Optimization (PSO) also 

produced similar results in a large electronic health record (EHR) dataset [26]. Considering multi objective 

methods, [27] introduced an approach which is rank based and reduced features while [28] used swarm intelligence 

for reducing dimensions in an epidemiological study of type 2 diabetes. In a cross – institutional study [29] 

compared Gas and PSO for selecting features which underscores the need for multi objective optimization. More 

recently, [30] combined the evolutionary search and correlation filtering further evidencing the synergy between 

metaheuristics and classic filters in capturing domain specific interaction.  

1.3 Multi Objective Optimization in Healthcare 

Healthcare problems like diabetes prediction usually has several conflicting objectives like maximizing accuracy 

and minimizing complexity, computational cost and false negatives [31]. Traditional single objective feature 

selection methods can overlook such trade-offs. This problem was solved using Multi-objective Optimization 

methods by offering a Pareto front of solutions [32]. NSGA-II was employed for glycemic control analysis which 

revealed how conflicting objectives like energy intake vs. insulin dosage can be optimized simultaneously [33].  
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Bat-inspired algorithms were attractive was used to solve single objective optimization problems were evolved in to 

Multi Objective Bat Algorithm (MOBA) which simultaneously minimized feature set size and maximized the 

classification performance [34]. MOBA reportedly [35] outperformed single objective bat and PSO in diabetes 

prognostic data by consistently identifying higher quality subsets. Investigation in [36] showed that swarm-based 

multi-objective searched produced a much better global exploration and also it convergences very rapidly for health 

care based problems. Also a broader review [37] projected that MOBA was performing very well among other 

swarm intelligence methods for high dimensional data. Also MOBA could handle diabetes data [38] thus producing 

robust solutions across various demographics.  

1.4 CNN Based Classification for Healthcare Data 

Convolutional Neural Networks (CNNs) have been widely used in image analysis and for structured healthcare data 

[39]. Adaptations inferred success in time-series HER records as CNN’s convolutional layers captured latent 

temporal or local patterns mitigating the necessary for manual feature engineering. Multi-Layer Perceptrons [MLP] 

and LSTMs have historically dominated tabular data modelling. In the research [40] the single dimensional 

convolutions were effectively mapped to patient variables which improved detection of subtle risk factor. 

Reportedly , a single dimensional CNN with an attention block for chronic classification of diseases thereby 

achieving a balanced accuracy across various demographic subgroups. Large CNNs are likely to be with overfitting 

while dealing with high dimensional feature space and sample size is lesser. Therefore, integrating feature selection 

is a significant step in CNN classification which reduce parameter counts and improved generalization in diabetes 

dataset. Furthermore, integrated swarm intelligence based Muli objective optimization for small one dimensional 

CNN provided much faster convergence in training and superior recall for high risk classes.  

In summary, traditional ML methods for diabetes require extensive feature engineering and may not address 

multi objective needs. The feature selection strategies which evolved from simple filters to heuristic driven 

approaches are good in dealing with healthcare datasets. While considering real world datasets multi objective 

optimization is a mandate as there multiple constrains in a single unified framework. The MOBA outperforms 

several other algorithms in dealing with high dimensional clinical data. In classification, CNN provides powerful 

pattern recognition for both images and HER data. However, it necessitates the reduction of dimension  to avoid 

overfitting and excessive training times.   

2 PROPOSED FRAMEWORK  

This chapter proposes a Diabetic Prediction Framework which integrates synthetic data generation, a MOBA for 

feature selection and a CNN for classification. Finally a probabilistic model for prediction. Figure 1 portrays the 

flowdiagram for the proposed methodology.  

2.1 Mathematical Modelling of the problem  

Initially, the problem of diabetic prediction is modelled mathematically.  

    Let 𝐷 = {(𝑥(𝑖), (𝑦(𝑖))} ; 𝑖 = 1 … . 𝑁                                                                                                                 (1)  

be a dataset of N  samples where each 𝑥(𝑖) ∈ 𝑅𝑀 is a vector of M features (e.g. demography, lifestyle) and  𝑦(𝑖) ∈

{0,1,2} indicates a diabetic risk category (low, moderate, high). The major objectives of the proposed framework are:  

Feature optimization where a subset 𝑠 ⊆ {1,2, … … , 𝑀} optimizes between high classification accuracy and low 

feature count which in reduces computational complexity.  

Classification model using CNN and a predictive model that computes the probability distribution 𝑃(𝑖) over the 

three classes for any new sample 𝑥(𝑖).  

Also to minimize the computational overhead by reducing dimensionality before training the deep network  

The multi objective feature selection problem is formulated as in eqn. (2) 

                                       𝑀𝑖𝑛𝑠 [𝛼(1 − 𝐴𝑐𝑐(𝑠)) + 𝛽
|𝑠|

𝑀
]                                                                                        (2) 
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Subject to 𝑠 ⊆ {1,2, … … , 𝑀}, where Acc is the accuracy of the classification which is achievable using the features s. 

Moreover, 𝛼, 𝛽 are positive weights. When an optimal or a near optimal subset is obtained, the CNN is trained and 

evaluated using the obtained features.  

2.2 Mathematical Modelling of Synthetic Data Generation 

In the proposed framework, generation of synthetic data is a crucial step. This helps to create a large data set 

(50000 in the proposed framework) while preserving privacy and providing controlled experimentation. The major 

objective of this step is to produce a dataset D such that  

   𝐷 =  {(𝑥𝑖 , 𝑦𝑖)} where i=1...N                                                                                                                         (3) 

It consists of N  samples each containing M features and an associated label from the set {0,1,2} (representing Low, 

Moderate, High).  

2.2.1 Modelling of Feature Synthesis 

The feature synthesis of can be mathematically modelled as;  

Let 𝑥𝑖 =  [𝑥1
(𝑖)

, 𝑥2
(𝑖)

, … … , 𝑥𝑀
(𝑖)

] be the feature vector for the ith synthetic sample. In this proposed framework, we 

consider two main categories of features (i) Continuous Features (ii) Categorial or Discrete Features. Continuous 

Features ∈ R which include features like age, height, weight, blood glucose level and other physiological 

measurements. Discreate Features ∈ Z, which includes the binary indicators like family history which are mapped 

to numerical values. For each continuous feature, a straightforward approach uses probabilistic sampling from the 

estimated distributions.  

  For each continuous feature 𝑗: 𝑥𝑗
(𝑖)

~ 𝐺𝑗(𝜃𝑗)                                                                                                 (4) 

Where 𝐺𝑗(𝜃𝑗) is the probabilistic distribution which is characterized by the parametre 𝜃𝑗. Commonly, Gaussian / 

Normal distribution and Uniform distribution are used which are described as in eqn. (5),(6) 

                                 Gaussian:𝑥𝑗
(𝑖)

~ℵ(𝜇𝑗 , 𝜎𝑗
2                                                                                                      (5) 

                                   Uniform:𝑥𝑗
(𝑖)

~ 𝑈𝑛𝑖𝑓(𝑎𝑗 , 𝑏𝑗)                                                                                             (6) 

Now, for the discrete feature generation, Yes/No/Don’t Know responses, multinomial sampling can be used. 

Suppose a particular feature has K categories, with a probability pk, then eqn. (7) 

                                ∑ 𝑝𝑘
𝐾
𝑘=1 = 1 ; then 𝑥𝑗

(𝑖)
= 𝑘 with probability pk                                                                                                                                             (7) 

For consideration, if the family history of the diabetes has probabilities (pyes. pno) = (0.3,0.7), then 30% of the 

synthetic data will assign ‘Yes’ and 70% ‘No’ to this feature.  

2.2.2 Label Generation 

Label generation is an important process after creating the feature vector 𝑥(𝑖). We tend to assign a label 𝑦(𝑖) ∈

{0,1,2} which is completely based on a risk scoring function R which perhaps mimics the realworld data. A simple 

approach, paralleling the manual score can be as in eqn. (8) 

𝑠𝑐𝑜𝑟𝑒(𝑥(𝑖)) =  ∑ 1 {𝑥𝑗
(𝑖)

= 𝑌𝑒𝑠 + 1 {𝐵𝑀𝐼(𝑖) ≥ 25}}𝑗∈𝑄                                                                                   (8) 

Where Q is the features which are in question format. And BMI(i) is formulated from the continuous features such 

as height and weight and as in eqn. (9) 

                                𝐵𝑀𝐼(𝑖) =  
𝑥𝑤𝑒𝑖𝑔ℎ𝑡

(𝑖)

(𝑥
ℎ𝑒𝑖𝑔ℎ𝑡
(𝑖)

/100)2
                                                                                                        (9) 

The piecewise function assigns class labels as in eqn. (10);  
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                                          𝑦(𝑖) =  {

0,   𝑖𝑓 𝑠𝑐𝑜𝑟𝑒 𝑥(𝑖) ≤ 2 (𝐿𝑜𝑤 𝑟𝑖𝑠𝑘)

1,   𝑖𝑓 3 ≤ 𝑠𝑐𝑜𝑟𝑒 (𝑥(𝑖) ≤ 5(𝑀𝑜𝑑)
2,             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒(𝐻𝑖𝑔ℎ 𝑅𝑖𝑠𝑘 )

                                                            (10) 

Covariance structure is used to ensure correlation among continuous variables like older age correlates with higher 

weight. 𝑥(𝑖) can be drawn from a multivariate eqn. (11) 

                                                         𝑥𝑐𝑜𝑢𝑛𝑡
(𝑖)

~ℵ(𝜇, ℰ)                                                                                           (11) 

Where ℰ encodes correlations between the various attributes. 

The algorithmic steps used in the synthetic data generation is given in Table 1.  

There are various benefits for using synthetic datasets. Firstly, the patient privacy is preserved as there is 

unlikely any real identifier or genuine medical records were used. Next, with the synthetic datasets researchers can 

create large datasets which are balanced and can be used to train large models. The proposed algorithm robustness 

can be analyzed and evaluated with specific factors.  

Table 1. Algorithmic Steps for Synthetic Dataset Generation 

Algorithmic Steps for Synthetic Dataset Generation 

Initialize distribution parameter for each parameter j 

𝜃𝑗  ←  {𝜇𝑗, 𝜎𝑗} or discrete probabilities {𝑝𝑘} 

For i=1 to N 

Sample each feature 𝑥𝑗
(𝑖)

based on its distribution type (continuous or categorial) 

Compute domain specific transformation. 

Determine the risk label 𝑦(𝑖)via score (𝑥(𝑖)) or a probabilistic model 

Output the synthetic dataset D= 𝐷 = {(𝑥𝑗
(𝑖)

, 𝑦𝑗
(𝑖)

} 𝑖 = 1 … . 𝑁 

 

 

Fig.1 Flow diagram of the proposed Framework 
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3.3 Multi Objective Bat Algorithm for Feature Selection 

MOBA is a robust algorithm which is more competent in optimizing multi objective optimization problems. In the 

proposed diabetes prediction framework, more than one objective has to be optimized and hence MOBA is 

employed. The two objectives are to maximize the accuracy Acc(s) , the predictive accuracy of the classification 

model using the subset (s). The second objective is to minimize the number of features employed for the diabetic 

prediction framework. |s| / M, the fraction of selected features. The typical weighted sum approach transforms 

these into a single fitness function as in eqn. (12).  

                                         Φ(𝑠) =  𝛼(1 −  𝐴𝑐𝑐(𝑠)) +  𝛽
|𝑠|

𝑀
                                                                                (12) 

Factually, smaller values of Φ corresponds to better solutions.  

2.2.3 Modelling of search mechanism of MOBA 

The search mechanism of the MOBA is like each candidate solution is a binary mark 𝑚𝑏 ∈ {0,1𝑀} indicating the 

features selected (1) and which are not (0). Over several iteration (𝑔 = 1 … … 𝐺 , each bat updates its frequency, 

velocity and  position as in eqn. (13), eqn. (14) and eqn. (15) respectively.  

                            Frequency : 𝑓𝑏 =  𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛) Χ rand()                                                                                          (13) 

                      Velocity : 𝑣𝑏 ← 𝑣𝑏 + (𝑚𝑏⨁𝑚𝑏𝑒𝑠𝑡). 𝑓𝑏                                                                                      (14) 

Where ⨁ denotes XOR.  

Position (Binary Mask) update: for each bit i, 

                           𝑚𝑏
𝑛𝑒𝑤[𝑖] =  {

1− 𝑚𝑏[𝑖],   𝑖𝑓 𝜎(𝑣𝑏[𝑖]>𝑟𝑎𝑛𝑑()

𝑚𝑏[𝑖],            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
}                                                                                   (15) 

With 𝜎 as a sigmoid function.  

A new mask is accepted if it yields an improved fitness function Φ or if there is a random acceptance criteria. The 

global best mask 𝑚𝑏𝑒𝑠𝑡 is updated whenever a lower fitness solution is discovered.  

2.3 Convolutional Neural Network based Classification 

The network architecture after MOBA selects the reduced subset 𝑠𝑏𝑒𝑠𝑡 ⊆ {1, … . , 𝑀}, where each sample 𝑥(𝑖) is 

reduced to 𝑧(𝑖) ∈ ℝ𝑑 where 𝑑 = |𝑠𝑏𝑒𝑠𝑡|. When the CNN is considered as a single dimensional the 𝑧(𝑖)is reduced into 

ℝ𝑑𝑋1. It is passed through the convolutional and pooling layers before attaining the final dense layer logits Ο ∈ ℝ𝐶 

(with C = 3 classes). The softmax function are those one which converts logits into probabilities. Eqn. (16) 

                                                𝑝𝑐
(𝑖)

=  
exp (𝑜𝑐)

∑ exp (𝑜𝑟)𝐶
𝑟=1

                                                                                                (16) 

for 𝑐 ∈ {0,1,2} which are low, moderate and high respectively.  

2.3.1 Training and Loss Function 

The training and the loss function ; 𝑝(𝑖) =  𝑝0
(𝑖)

, 𝑝1
(𝑖)

, 𝑝2
(𝑖)

 be the predicted probability distribution for sample i. using 

categorial cross- entropy in eqn. (17) 

                              ℒ(⊖) =  − ∑ ∑ 𝛿(𝑦(𝑖),2
𝑐=0 𝐶) log (𝑝𝑐

(𝑖)
)𝑁

𝑖=1                                                                          (17) 

Where ∑ 𝛿(𝑦(𝑖),2
𝑐=0 𝐶) is 1 if 𝑦(𝑖) = c and otherwise. Also, ⊖ represents the various CNN parameters. Minimizing  ℒ 

via gradient – based optimization provides a trained CNN. The advantage of MOBA based feature reduction is that 

the network converges faster and less prone to overfitting.  

2.4 Probabilistic Output and Prediction 

For a new input sample 𝑥∗, the framework frame first filters it through the best mask 𝑠𝑏𝑒𝑠𝑡 to obtain 𝑧∗. The CNN 

then computes a probability distribution as in eqn. (18) 

                                                           𝑃∗ =  𝑃0
∗, 𝑃1

∗, 𝑃2
∗                                                                                        (18) 
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Where each component 𝑃𝑐
∗ indicates that the probability belongs to the class c. The predicted class is as in eqn. (19) 

                                                𝑦∗ = 𝑎𝑟𝑔. 𝑚𝑎𝑥𝑐∈{0,1,2}𝑃𝑐
∗                                                                                    (19) 

3 Results and Interpretation 

This sections presents the overall results obtained by employing the proposed methodology. The proposed diabetic 

prediction framework, integrates synthetic data, MOBA for feature selection and CNN for classification. The 

projected results shows how feature optimization, data composition and training parameters affect the 

performance.  

Table 2 shows the interpretation of synthetic dataset used in the framework which is divided into three 

categories like low, moderate and high.  

Table 2: Interpretation of Synthetic Data set used in proposed framework 

Class Number of Samples 
Mean Age 

(Years) 
Mean BMI Proportion of ‘YES’ 

Low 18,000 35.2 22.5 0.22 

Moderate 25,0000 44.6 27.8 0.48 

High 7,000 53.9 30.5 0.64 

Total 50,000 - - - 

 

 

Fig. 2 MOBA Convergence over generations. 

Table 3 shows the selected configurations used in MOBA for feature selection. In the proposed framework, we 

optimize accuracy and subset size. Figure 2 Optimality is obtained when there is high accuracy and low subset size. 

The selected configurations are named as (A,B,C,D) with varying weights (𝛼, 𝛽) in the fitness function, Φ.  

Table 3: Optimization Configuration with varying weights 

Config 𝜶 𝜷 Selected Feature (in 13) Accuracy Subset Size Fitness 

A 0.8 0.2 {1,3,4,6,7,9,11} 90.5 7 0.225 

B 0.7 0.3 {1,2,3,4,6,7,9} 89.8 7 0.237 

C 0.6 0.4 {1,2,3,4,6} 88.0 5 0.260 

D 0.5 0.5 {1,2,3,6} 86.2 4 0.280 

Once the feature selection is based on the configuration, the reduced feature set is fed to the 1D CNN for 

classification. The below Table 4 projects the typical performance metrices like accuracy, precision, recall and F1  

Table 4: Optimization Configuration with varying weights 

Metric Low risk Moderate risk High risk Macro Average 

Precision 0.88 0.92 0.90 0.90 

Recall 0.86 0.93 0.88 0.89 

F1 Score 0.87 0.92 0.89 0.89 
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Accuracy - - - 90.5 

 

 

     Fig.3 Graph depicting classification accuracy 

 

Fig.4 Graphs representing CNN & Validation Accuracy 

 

From the above table it is evident that, despite the class imbalances, a high accuracy is achieved.  

Table 5 informs the training time in seconds and the number of epochs which are required for convergence for 

different MOBA configurations.Figure 3, 4 It was trained for 20 epochs. However it is stopped early when the 

validation loss fails to improvise for three consecutive epochs.  

Table 5: Training time and Convergence 

Conuration Features Training Time (s) High risk Macro Average 

A 7 95.4 16 90.2 

B 7 100.1 17 89.7 

C 5 83.2 15 88.1 

D 4 78.9 15 86.0 

 

It was observed that for certain configurations, the training time was considerably low. Figure 5,6,7,8 Also, there is 

a minimal difference between the epochs and converge. Finally, the trade off exists between speed (C,D) and 

classification strength (A,B) 
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Fig.5 Confusion Matrix 

 

Fig.6 The feature distribution in MOBA 

 

Fig.7 Probability Distribution for sample predictions  

 

Fig.8 The Accuracy distribution over iteration 
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Table 6: Comparison with baseline approaches 

Method Feature Selection Accuracy   F1 Score 

Dense NN None 88.2 0.87 

Random Forest + Gini Gini Importance (Top 8) 86.9 0.86 

GA based FD + DNN GA (Top 7 ) 89.3 0.88 

Proposed MOBA + CNN MOBA (Top 7) 90.5 0.89 

 

The dense NN trained on all 13 features performs very well (88.2%). Table 6 However, it does not optimizes the 

subset size which eventually led to long training time. Figure 9,10,11,12 Random forest  with Gini based feature 

selection yields a very moderate performance (86.9%) 

 

Fig.9 ROC Curves for various Classes 

 

Fig.10 Scatter plot for Synthetic Samples 

 

Fig.11 Accuracy comparison 
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Fig.12 The GUI of Developed Framework 

4 CONCLUSION 

This research implemented a Diabetic Prediction Framework which couples MOBA for feature selection and CNN 

for classification. The framework used synthetic data to protect data privacy and to tackle data availability 

constrains. Using multi objective approach the proposed framework balanced the goal of maximizing accuracy and 

minimizing feature subset size. This inturn enhanced efficiency and interpretability. Experimental results portray 

that the synthetic dataset proves that MOBA very effectively reduces the redundant and noisy variables and hence 

the CNN considers the most relevant features. The framework achieved high accuracy while reducing the 

computational overhead. On the whole, the findings pave a way for a clinical risk assessment in feature. More 

realistic clinical data can be fed to the model and trained for assessment. Thus the proposed framework contribute 

meaningfully to the early prediction and proactive management of diabetes.  
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