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In this paper, we investigate the performance of machine learning models designed for 

sentiment analysis of tweets using different featurization techniques: BoW and TF-IDF. With 

the development of social media at the current rate, it is becoming increasingly important to 

assess sentiments from short texts written in informal language. We analyze how BoW and TF-

IDF impact the performance of different ML approaches, focusing on F1-score, precision, 

accuracy, and recall as the most important metrics for performance evaluation. We 

demonstrate via extensive experimentation on a large Twitter dataset that the use of TF-IDF 

with advanced ML models, such as Random Forest, significantly improves performance. These 

results demonstrate that the TF-IDF-using models outperform the prior benchmarks, per the 

reported evaluation metrics to date on the utilized dataset. The results also indicate that the 

SVM model with a TF-IDF vectorizer has the best performance among all compared models 

and vectorizer combinations by having the highest accuracy, precision, recall, and F1 score at 

98%. Logistic Regression and Random Forest also yield very good performance, especially with 

Bows and TF-IDF, standing consistently around 92% to 96% for the metrics. The model of 

Naive Bayes has a more moderate performance of about 81% to 82% with all metrics. Overall, 

TF-IDF performs best among it is an especially effective vectorizer with SVM, thus making the 

classification tasks very effective. The developed model using SVM along with TF-IDF in this 

work outperforms other methods on F1-score and accuracy evaluation metrics. 
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I.INTRODUCTION 

Sentiment analysis of tweets has emerged as a vital domain within the paradigm of computational social science, 

mainly as part of natural language processing and big data analytics by several researchers in [1], [2]. Positive, 

negative, or neutral sentiments extracted from the tweets summarize information on social trends, consumer 

behavior, and public opinions, indicating a real-time pulse for social sentiment analysis as seen in [3], [19]. This 

ability is of great importance in a wide variety of applications, from market research and brand management [4] to 

political analysis [5] and disaster response [6]. The fine-grained and timely information of the sentiment labels of 

tweets therefore indicates that it is greatly valuable for shaping strategies and policies in various fields [7], [20]. 

In essence, the different techniques and models underpin SA towards increasing its accuracies and performances 

regarding opinion understanding in the social media texts are paramount reasons it plays an important role within 

the machine learning model [21], [22]. For example, a study has reviewed Random Forest and TF-IDF for feature 

extraction with the inclusion of intelligent WordNet lemmatization to raise the quality of the tweets by the removal 

of noise and application of lemmatization that greatly enhances the accuracy of sentiment classification in multi-

class emotion text data [8]. Another study compares the performance between the Support Vector Machine model 

and the Random Forest model, and it has been witnessed that the Support Vector Machine outperformed the 

Random Forest in sentiment classification on social media text [9]. Moreover, research addressing sentiment 

analysis in the case of the Monkeypox outbreak has demonstrated that machine learning could effectively categorize 

public opinion from Twitter data, stressing the need to monitor public sentiment during health emergencies [10].  

Essentially, these research works highlight the use of machine learning for sentiment analysis in effective data 

preprocessing, feature extraction, and classification, thereby providing various methodologies and applications in 

practice.  Techniques such as TF-IDF and BoW feature extraction are key to text data processing in sentiment 

analysis.  BoW is a simple technique that involves counting words in a piece of text with no consideration for word 

order. 

The current research utilizes a proposed framework to analyze two different featurization methods, namely 1) TF-

IDF [11] and 2) BoWs [12], on a dataset consisting of tweets along with their respective sentiment labels. The 

research methodology begins with data preprocessing, where the textual data is cleaned by removing special 

characters, numeric values, and stop words. Following this, tokenization and lemmatization are performed to 

ensure uniformity. The preprocessed tweets are then converted into numerical values through the application of 

either TF-IDF or BoWs. Different machine learning algorithms, such as Support Vector Machine (SVM) and 

Random Forest (RF), are used to classify the sentiments in the tweets. The models are trained and tested on a 

particular subset of the dataset. To evaluate the performance of the models, different performance measures—such 

as accuracy, F1-score, and recall—are utilized, while cross-validation methods are used to prevent overfitting and 

improve generalizability. 

The following are the contributions of this study: 

1) Extract sentimental features from tweets using two  different techniques to study how each technique  impacts the 

execution of various machine learning models. 

2) The proposed methodology was thoroughly evaluated  on a real-life dataset SA analysis as a classification  

problem. The data collected indicate that the suggested methodology outperformed the existing state of-the-art. 

The following text expose the paper layout. Section II discusses relevant papers that used ML in Sentiment Analysis  

of tweets. The proposed methodology is detailed in Section III.  Section IV discusses the outcomes of the suggested. 

Finally, the paper is concluded in Section V. 

II.RELATED WORK 

The study by Ferdiansyah et al. [13] is concerned with the assessment of public opinion on accessibility for people 

with disabilities in public spaces, using data obtained from the X platform, namely tweets. A preprocessing step was 

carried out to classify the data into positive and negative sentiments before applying the Support Vector Machine 

(SVM) algorithm, which used a Radial Basis Function (RBF) kernel. The SVM model achieved an accuracy of 

83.37%, reflecting a high competence of SVM in the context of sentiment analysis (SA). A major limitation of this 

study is the exclusion of neutral sentiment, which could have provided a more refined insight into public opinions 

by improving the classification of user-generated tweets [13]. Likewise, Styawati et al. performed sentiment analysis 
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on consumer reviews of online ride-hailing apps (Gojek and Grab) obtained from the Google Play Store. They 

applied Word2Vec for feature extraction, combined with SVM for classification, with accuracy rates of 89% for 

Gojek and 87% for Grab. This study supported the efficacy of the Word2Vec-SVM combination for sentiment 

analysis. However, a reported limitation is related to the self-labeling approach, which could be time-consuming 

and cumbersome, involving aspects of subjective assessment [14].  

In [15], the authors tackled the problem of detecting euphemisms in multiple languages by introducing a new 

model that combines contextual and behavior-related features. The proposed system uses an ensemble classifier 

based on outputs from behavior-related finely-tuned models, which achieved a macro-averaged F1-score of 69%. A 

limitation reported is related to its reliance on contextual awareness, which could affect performance when 

encountering unfamiliar or previously unseen euphemisms. 

The paper in [16] addresses sentiment analysis on tweets collected from the X platform, which is complex due to 

the nature of tweets. It proposes an LSTM model to classify sentiments as positive, neutral, or negative. The model 

achieved 93% for both accuracy and F1-score metrics; these scores are better than other models of comparison. 

However, the effectiveness heavily depends on two criteria of the training dataset, namely, the quality and size, as 

well as the tuning of hyperparameters. These results matching the findings of studies in [17,18, 19]. 

In [26], authors discuss the classification of sentiment in social media texts using a BoW model combined with 

several machine learning algorithms. The main focus is on the delicacies involved in automatic identification of the 

emotional tendency-a positive, neutral, or negative-from texts. Some other contributing factors include semantic 

ambiguity and the variety of expression in sentiments. The source documents include data collected from social 

media with details about the source, date, and additional emotional labels categorized into five broader groups: 

surprise, excitement, admiration, annoyance, and satisfaction, and finally, into three broader sentiment classes. 

The methodology uses Bag-of-Words model to convert text into numerical vectors and uses algorithms like Logistic 

Regression, Random Forest, and SVM. These models were evaluated for their accuracy in classifying sentiments. 

However, the computer being used faces these limitations in accurately classifying sentiments: within the 

framework, one of them is the usage of the model for semantic complexities and variation in text lengths. Further, 

works might focus and involve deep learning mechanisms and advanced natural language processing techniques to 

cater to the challenges mentioned above and enhance the quality of classification. 

The authors cited in [27] explore sentiment analysis (SA) in the context of Arabic social media data, focusing 

specifically on consumer reviews of coffee products. The complexity of the Arabic language, with its complicated 

morphology, poses a significant challenge to successful sentiment analysis. They used a dataset of 10,646 Twitter 

reviews of different coffee products. To improve the accuracy and reliability of sentiment classification, feature 

selection extraction techniques, such as term frequency-inverse document frequency (TF-IDF) and minimum 

redundancy maximum relevance (MRMR), were used. This study employed four supervised machine learning 

algorithms for sentiment analysis: k-nearest neighbor, support vector machine, decision tree, and random forest; 

the results were then combined using ensemble learning techniques. The results show a significant improvement in 

accuracy and indicate the potential of sophisticated machine learning methods in overcoming the challenges of 

Arabic text analysis. In addition, the study recognizes a significant limitation in the generalizability of the results to 

other product categories or languages. The authors suggest that future research studies attempt to generalize these 

methods to address more complex problems in sentiment analysis. 

The methods discussed demonstrate various efforts to utilize SA of tweets for different applications. Each paper 

employs distinct approaches for the converting the textual data to numerical data, yet the impact of different 

feature extraction methods, i.e., featurization has not been thoroughly studied. This research gap motivated the 

current work. 

 

III.METHODOLOGY 

A. Overview 

Algorithm 1 begins by downloading and preprocessing the training and validation datasets, which are text and 

sentiment labels (lines 1-2). A function preprocess_text is implemented to perform word tokenization, text 

lowercasing, removal of stopwords, and stemming (lines 3-6). The preprocessed text thus obtained is replaced with 
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the original text in both datasets, and sentiment labels are represented as numeric values (lines 7-8). The data is 

split into features (X) and labels (y), and a list to hold the results is created (lines 9-10). The algorithm employs 

nested loops (lines 11-18) to try different combinations of models (Naive Bayes, Logistic Regression, SVM, Random 

Forest) and featurization methods (BoW, TF-IDF). For each combination, it trains the model on the training set 

and tests it on the validation set using metrics like precision, accuracy, recall, and F1 score. The best-performing 

pair in terms of F1 score is selected (line 19) and then retrained from scratch on the whole training set (line 20). 

Finally, the model's performance on the test set is measured in order to see how well it can generalize (line 21). 

 

B. Dataset 

We have collected the dataset of different stocks from the Kaggle website on the following link 

(www.kaggle.com/datasets/jp797498e/twitter-entity-sentiment-analysis, last accessed on 8-Feb-25). The dataset 

consists of Twitter entity sentiment analysis with train and validation datasets. Each record contains features like 

tweet id and sentiment (positive, negative, neutral, irrelevant, etc.), entity type, text, etc. Your training data has the 

sentiment distribution, where positive sentiment account for about 50%, while the negative, neutral and irrelevant 

sentiments are almost evenly distributed. The entity types are diverse. With an average tweet length (in characters) 

around 100, tweet lengths and richness of content vary greatly. The same holds for the validation set to ensure that 

the sentiment and entity types for the validation set are as similar to them as possible. The dataset has a good 

balance of sentiments and entity classes, such as negative, positive, irrelevant, neutral, that provide a good 

foundation for training models to carry out sentiment analysis on social media data. 

C. Text Preprocessing 

Text preprocessing is an important step in sentiment analysis (SA) [15,16]. The text data went through various 

preprocessing steps before being ready for feature extraction. These included tokenization, creating single words, or 

tokens from the text; in this case, stop words, or very frequent low-information words generally not considered to 

contribute much to the interpretation of the sentiment analysis (e.g., 'and', 'the', 'is'), were also cleaned from the 

data to reduce noise. Stemming was then applied in order to bring the words in consideration to their root form so 

that different forms of a single word can be treated as one token. The case of words was uniformly converted to 
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lower case so that words differing in case do not get treated as different tokens. Such kind of preprocessing pipeline 

helps in making a clean and uniform dataset, which is very vital for proper feature extraction and model training. 

D. Feature Extraction 

It is considered that feature extraction to be one of the most crucial aspects of Sentiment Analysis [23,24,25]. It is 

an important step in Sentiment Analysis since it helps us recognize the attributes that are pertinent for the most 

accurate classification with regard to opinions and feelings. The selection and extraction of features enable 

improving of lower performance models and elementary workloads through which the models perform. Techniques 

such as mutual information, chi-square test, and a recursive feature elimination process among others are basically 

employed to select features that are key for SA models. An efficient feature selection can lead to lower noise 

interference and irrelevant data that may result in less generalization and a weaker sentiment analysis 

performance. Feature selection boosts up the basic estimate of a model and encourages prolonged analysis into the 

underlying features affecting sentiment orientations. Features obtained post-preprocessing are outlined in terms of 

two categories of techniques: BoWs and TF-IDF techniques. The BoW model sets out the vocabulary of all unique 

words in the text corpus and defines other features in terms of frequency of each word within this vocabulary for 

each document.  

E. Utilized Models 

We experiment with different machine learning models to classify the sentiment of the tweets. The models used in 

this study include SVM, Naive Bayes, and Random Forest classifiers. SVM is known for its robustness in high-

dimensional spaces and its ability to find the optimal hyperplane that maximizes the margin between different 

classes. For the Random Forest classifier, we used 100 tress (n estimators=100). 

Naive Bayes, on the other hand, is a probabilistic classifier based on Bayes’ theorem, known for its simplicity and 

speed, particularly suitable for text classification tasks. Random Forest, a powerful ensemble method, fuse the 

decisions from multiple decision trees to enhance the scores of the accuracy metric and control overfitting. These 

models were chosen for their proven effectiveness in text classification tasks and their complementary strengths. 

G. Evaluation Metrics 

For comparing and analyzing the performance of the models, we employed various evaluation 

metrics such as precision, accuracy, recall, and F1-score. Accuracy in Eq. 1 calculates the proportion of correct 

predictions out of the total cases. Precision computes the proportion of true positive predictions out of the 

total positives predicted, as in Eq. 2, indicating the capability of the model in avoiding false positives. Recall 

is presented in Eq. 3. Recall calculates the proportion of correctly predicted positive instances out of the 

total positive instances, which estimates how well the model is in getting all the relevant instances. F1-score is the 

harmonic mean of precision and recall, a composite measure that considers both false positive and false negative. 

F1-score is indicated by Eq. 4. The formulae for these metrics are as follows: 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
    (1) 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝑻𝑷

𝑻𝑷+𝑭𝑷
          (2) 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                (3) 

𝑭𝟏 − 𝑺𝒄𝒐𝒓𝒆 = 𝟐.
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 .𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝑬𝒄𝒂𝒍𝒍
          (4) 

where, TP refer to instances where the model successfully identifies positive cases. This metric shows how well the 

model can recognize what it is supposed to detect as positive, indicating its strength in correctly identifying relevant 

items. TN, for true negative, occurs when the model accurately identifies negative cases. This measure reflects the 

model’s effectiveness in excluding items that should not be classified as positive, preventing unnecessary alerts. FP, 

for false positive represents the instances where the model mistakenly labels a negative case as positive. This can be 

problematic, as it leads to unwanted interruptions and reduces user trust in the system’s decisions, indicating a 

need for improved precision. Finally, FN represent cases where the model fails to detect a positive instance and 

incorrectly classifies it as negative. This type of error can be critical in certain applications, as it means that the 

model is not capturing all the relevant positive instances, reducing its recall performance. 
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IV.RESULTS 

A. Setup 

The research was conducted on a personal computer that had a 64-bit Windows 11 operating 

system. The computer had an Intel processor with 2 cores, each with a frequency of 2.6 GHz, and was 

also set up with 24 GB of RAM for effective data processing. In the execution of the machine learning models, the 

Scikit-learn libraries version 1.4.2 was utilized. The source code used throughout these 

experiments, as well as the data used, are publicly available. The source code of this research is downloadable at the 

following link: https://github.com/stars-of-orion/SA-Analysis-Featurization, last accessed on the 12th of October, 

2024. 

B. Results 

Models attempted include Naive Bayes, Logistic Regression, SVM, Random Forest, and Gradient Boosting. They 

were evaluated based on two types of feature extraction techniques: WoB and TF-IDF Vectorizer. Accuracy, 

precision, recall, and F1 score were the key metrics on the basis of which their performances were evaluated. 

Accuracy was 98%, precision was 97%, recall was 98%, and F1 score was 98% for SVM with TF-IDF Vectorizer. It 

was the highest among all the models. Logistic Regression with TF-IDF Vectorizer also performed well, with 

accuracy being 92%, precision being 92%, recall being 92%, and F1 score being 92%. In general, models based on 

the TF-IDF Vectorizer performed better than those based on the WoBs. The results are presented in Table I. 

Overall, the SVM model combined with the TF-IDF Vectorizer proved to be the best-performing model for this task, 

highlighting the imperative nature of choosing appropriate feature extraction methods. This study highlights the 

need to find the right model and feature extraction method combination to achieve optimum effectiveness in 

sentiment analysis activities. 

The performance metrics for the various models using the different vectorizers are provided in Table I: Bows and 

TF-IDF. Naive Bayes performed unusually well, apparently equally with both Bows and TF-IDF, with an average of 

about 82% performance for all four evaluation metrics utilized. This means that Naive Bayes is performing quite 

average, not that it is good or the best model. Logistic Regression yields better results (the highest), with 95% for 

BoWs and 92% for TF-IDF metrics. This means that Logistic Regression goes one notch up, but using TF-IDF yields 

slightly lower performance. 

The SVM has performed quite impressively, especially using TFIDF, attaining 98% on all the metrics. This hints at 

SVM performing exceptionally with TF-IDF features. It also has a solid performance with WoBs, reaching 96%, but 

not quite as good as TF-IDF. Random Forest model is on par for BoWs and TF-IDF, scoring 96% for all four 

evaluation metrics utilized. This consistency indicates that Random Forest model is a strong choice across 

vectorization methods. SVM with TF-IDF will likely have the best classification accuracy and reliability for this is a 

specific dataset. 

Table I qualifies TF-IDF as the best vectorization method as the models meeting this benchmark are generally 

achieving higher or at least similar performance compared to BoWs. For instance, the SVM model, with TF-IDF, 

attained the highest scores—across the four evaluation metrics considered—close to 98%, which is greater than any 

other combination. Similarly, Logistic Regression and Random Forest models also produce strong TF-IDF 

performance, yielding consistent performance at all metrics. Quite simply, this suggests that TF-IDF captures more 

meaningful features from the text data, hence making it the most useful vectorizer for this dataset. Using TF-IDF 

allows for better model performance as it focuses on unique and relevant terms to devalue the significance of high-

frequency, less-informative words. 

The performance metrics for classification shown in Table II display consistently high results for all sentiment 

categories. The model achieves an overall accuracy of 98%, show its robust ability to differentiate between various 

sentiment classes. Precision, recall, and F1-scores are uniformly elevated across the four sentiment categories—

Irrelevant, Negative, Neutral, and Positive—with scores ranging from 97% to 98%. This uniformity indicates that 

the model is effectively identifying all types of sentiment without a noticeable preference for any specific class. The 

Positive sentiment category exhibits slightly lower metrics, with precision, recall, and F1-score all at 97%, whereas 

the other categories achieve a solid 98% across these metrics. The macro average scores of 98% for precision, recall, 

and F1-score emphasize the model’s balanced performance across all categories. 
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Fig. 1: Confusion matrix of the SVM and TF-IDF model. 

The SVM model's confusion matrix has been shown in Fig. 1. The SVM model confusion matrix from TF-IDF 

represents four categories: Irrelevant, Negative, Neutral, and Positive. The model correctly classified 168 cases as 

Irrelevant and misclassified only three instances for this class. The model performed fairly well with the Negative 

category, classified 261 cases with only slight misclassifications of 2 cases as Neutral and 3 cases as Positive. In the 

Neutral category, the model predicted 279 instances correctly and misclassified only 6 instances. For the Positive 

category, the model reported 268 cases as correct only 9 instances misclassified. The results of this confusion matrix 

imply that the model did well at identifying the commons or broader classes but still confuses a few categories. Most 

confusing between Positive and Neutral shows that these classes share some commonality features. The indeterminate 

di-vision might also arise due to overlapping features of the text data. Feature extraction method used or tuning the 

model parameters can serve to reduce these mistakes. Overall, it is a strong model, but connectivity tweaks can help 

improve performance. 

TABLE I. PERFORMANCE METRICS FOR DIFFERENT MODELS AND VECTORIZERS. 

Model Vectorizer Accuracy Precision Recall F1-Score 

Naive Bayes 

 

Bows 82% 83% 82% 82% 

TF-IDF 81% 84% 81% 81% 

Logistic Regression Bows 95% 95% 95% 95% 

TF-IDF 92% 92% 92% 92% 

SVM WoBS 96% 96% 96% 96% 

TF-IDF 98% 98% 98% 98% 

Random Forest Bows 96% 96% 96% 96% 

TF-IDF 96% 96% 96% 96% 

Gradient Boosting Bows 58% 64% 58% 57% 

TF-IDF 58% 64% 58% 57% 

 

TABLE II. CLASSIFICATION PERFORMANCE METRICS PER EACH CLASS. 

Class Precision (%) Recall (%) F1-score (%) 

Irrelevant 98% 98% 98% 

Negative 98% 98% 98% 

Neutral 98% 98% 98% 

Positive 97% 97% 97% 

Accuracy 98% 

Macro avg 98% 98% 98% 

Weighted avg 98% 98% 98% 
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TABLE III. COMPARISON BETWEEN THE PROPOSED WORK AGAINST THE EXISTING 

METHODS. 

Model F1-score Accuracy 

Ours (SVM+TF-IDF) 98% 98% 

[15] 95% 96% 

[16] Not Reported 93% 

[18] Not Reported 87% 

 

Observed results in Table III confirm the promising performance of the proposed work against existing methods due 

to F1-score and accuracy values. The proposed model achieved an F1-score of 98% and accuracy of 98%, which far 

exceeded the work in [15] which delivered a score of 95% and accuracy of 96%. Also, as not all had reported the F1-

scores but delivered lower accuracy of 93% and 87%, respectively. The results showed the robust and more 

performant behavior of the proposed model over the given task indicating a considerable improvement from previous 

works. Whenever a metric was not yet effectively analyzed, it was reported as being not applicable (not reported). 

V.CONCLUSIONS 

To conclude, this study quantitatively demonstrated a significant impact of these featurization techniques on the 

quality of machine learning models to perform a sentiment analysis of tweets. By comparing BoW and TF-IDF 

methods, the SVM classifier models using TF-IDF performed significantly better than the BoW across the board, 

according to relevant evaluation metrics like accuracy, precision, recall, and F1-score, with noise negative, neutral, 

and positive indicators taken into account. In our study, the SVM model with TF-IDF was capable of producing the 

best performance, culling out the importance of selecting adequate feature extraction techniques for favorable 

model performance. The results should inspire future research in this area and provide useful information for 

practitioners, to improve sentiment analysis systems basically based on social media data. Future work can focus on 

other featurization methods and propagation of those featurization methods through the use of advanced machine 

learning models to further improve sentiment analysis. 
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