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In the current context of epidemics, people are increasingly afraid to seek hospitalization.  

Moreover, dealing with all patients on the physician side is a hugely challenging subject.  Hence 

our research work trying to develop an automated naval framework, which automatically detect 

abnormal patient from the set of all the patient, and allow those specific patients only to the 

medical expertise knowledge.  Artificial Intelligence based platform is used to accelerate the 

progress for diagnosing and providing treatment for various diseases.  Various deep learning 

methodologies have been glorified to reach its goal using integrated bio informatics approaches.  

The data collection is improved with the help of big data analytics which supports cluster 

computing and automated data processing. So, it becomes easier not only for collecting such kind 

of data but also for producing the comprehensive healthcare report by converting them into a 

critical insight.  Then Word2vec with Recurrent conditional random filed is utilised in order to 

extract information.  This hybrid data driven findings is interpreted to recognize patterns and 

analyses the structure to the finest level.  So, it helps the doctor to diagnose specific diseases 

faster and more accurate.  From the extracted information, the disease can be easily recognized 

and diagnosed with the help of combination of NER (Named Entity Recognition) and Bi-

directional LSTM (Long short-term memory) algorithms. These algorithms not only identify the 

keywords but also the context of entities which combines direct matching and stemmed 

matching. So, it can able to process the health care information based on the lifestyle and 

environment.  Finally, we compare our proposed augmented technique against various state-of-

art model, as a result our augmented technique produces better performance against state-of-art 

models in terms of Accuracy, Recall, Precision and AUC. 

Keywords: Big data analytics, Deep Learning, Unigram POS tagger, Word2vec, Recurrent 

conditional random field, Named Entity Recognition, Bi-directional long short-term memory 

algorithms. 

 
1. Introduction 

In healthcare sector, the role artificial intelligence over the past decade has been significant.  It utilises, some specified set 

of algorithms to mimic the human perception.  Furthermore, machine learning and deep learning algorithms are 

particularly used in terms of understanding and analysing, some difficult processing functionality of data which are existing 

in different fields like telecommunication, diagnosis, automation, detection and so on.  The role of AI towards medical fields 

has been achieved innumerable result in diversified way also producing very reliable and accurate result that potential of 

human cannot even handle.  By means of handling those tasks, information extraction has to be done which reliably 

extracting features from the given data up to its finest level.  Once processing of information has to be done, analysis of 

transformation of such data has been happen, that helps to transform analysed data into valuable clinical information in 

healthcare sector that eventually reach the best result [1].  Although healthcare system, produces feasible outcomes in every 

aspect but its considerably complex and major challenging task have been associated with those outcomes includes 

heterogeneous information, complex structure of data and multidimensional feature etc.  In modern research of biomedical 

various different data processing has arises also capability of processing images, sensor data, text, voice etc.     

Advancements in information technology assist many industries, including healthcare, especially with the increasing 

movement of digitalization.  Automation of different strategies, cost effective storage mechanisms and effective information 
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and data retrieval which leads to significant increases in efficiency and cost savings [2].  Moreover, the non-expense has 

been considerable thing which are existing in healthcare industry due to population growth, raising growth which incredibly 

affects the needful over the people.  Therefore, enhanced medical practices, earliest diagnosis of disease which leads to most 

effective and accurate improvement over the medical filed.  All these functionalities have been achieved with the support 

of AI at the present context.  Due to the technological advancement has been assured to provided best deliverable outcomes 

[3]. 

Machine learning has grown in popularity in recent years, and it is now used in a wide range of applications, including 

classification of image, recommendation systems, Analysis of social data, mining of text and so on. Deep learning [DL], also 

known as language modelling in which feature extraction and algorithm as a single part [4], Also DL involves numerous 

high-level machine-learning technique in order to process various applications.   Recent investigations in deep 

learning have emerged as a result of the enormous development and availability of the data, as well as the astonishing 

improvement in hardware technology. Deep learning, which is based on traditional neural networks, outperforms its 

predecessors greatly.   It develops many-layered learning approaches (hidden layer) using graph technology and neuro 

transformations and this number of hidden layers depends on the types of application.  Nowadays, most of the current deep 

learning algorithms has been presented and proves promising outcomes over numerous applications including processing 

of speech and audio, processing of visual data and numerous other widely used applications [5, 6]. 

The digitization of medical data transforms the dimensionality of data while also increasing the volume of information and 

the usefulness of big data analysis, among other things. Big data seems to have its own set of qualities, including volume, 

velocity, truthfulness, variability, and monetary worth. Traditional methods of data analysis are not well suited for big data 

analytics, as previously stated. Big data analytics is a distinct field with its own set of tools and methodologies. Medical data 

is sensitive information that comes in a variety of ways. Health records, statistical procedures, billing information, person 

- health details, health surveys, and clinical trials are some of the types of information available. Medical imaging offers a 

variety of applications in medical research and clinical treatment, each with its own significance. When individuals have 

anomalies and the illness is clearly manifested, healthcare systems that are now in place can treat them effectively. A timely 

diagnosis of severe disorders aids in the treatment of the patient and the reduction of risk. Otherwise, it can result in chronic 

illnesses and even death for the patient. Delay in detection of severe diseases accounts for 59 percent of all deaths each year 

[7].  A thorough examination of big-data workloads can aid in the comprehension of their consequences for both the design 

of hardware and software.  Mehul Shah et al. [8] try to identify a collection of ‘‘data giants" means processing of data 

kernels— that would facilitate present and, influenced by the 7 dwarfs of numerical computation [9]. They implement a 

series of categorizing measurements (responsiveness, access structure, operational set, types of data, interpret versus 

prompt, complexity of processing) based on a detailed collection of workflows and reach the conclusion that, since about 

2010, five load - balancing models could satisfactory manner encompass data-centric throughput. 

The goal of Named Entity Recognition (NER) is to identify occurrences of specified notations in text that belongs to 

predetermined set of different semantic kinds which includes humans, region, and institution [10].   NER is used in various 

natural language processing application, including understanding of text [11, 12], retrieval of information [13, 14], 

summarization of text in an automated way [15], answering to queries [16], translation of machine [17], and development 

of knowledgebase [18], and so on.  The following are the approaches which are involved in the NER that comprises of 

approaches based on rule-based, approaches based on unsupervised learning, approaches based on DL, approaches based 

on features with respective of supervised learning algorithms.  Over the past decade, the NER has been successfully utilised 

in deep learning based on the case study.  The phrase or word that exactly similar one object on a set of various objects that 

has some similar functions [19].  In our study, it particularly works on the recognition of individual patient with their 

corresponding identification also this helps to map their name with respective medical history.   

Named Entity recognition, typically provides three benefit which applied over the deep learning model.  From the non-

linear transformation, NER facilitates and generates mapping in a non-linear fashion with respect to input-output.  Then 

deep learning models has the capability of reducing the effort and time required to design the features of NER.  In terms of 

traditional based feature techniques necessitate a high level of engineering competence and domain knowledge.  Also, DL 

technique are considerably good at learning usable representation and factors from the data of raw format.  On the way DL 

based NER model can be trained by utilising gradient descent optimiser, hence reduction of error has been minimized at 

the finest level.  All this mentioned characteristic allows us to create potentially complicated Named entity recognition 

models. 

Deep neural networks are comprised of various layers of sophisticated architecture, such as nonlinear and 

transformation functions. Now, a complex challenge known as deep learning is taking on tasks which could never be 

completed by other types of AI [20-22].  Deep learning is well-suited to learning heterogeneous information and data, it is 
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an ideal choice for tackling the broad spectrum of unlabelled information, where a model may be trained without the need 

for extra labelling. Using deep learning for malevolent purposes is probably a possibility, but it is expected to have 

numerous good outcomes. Deep learning is becoming even more widely applicable as researchers have recently shown it is 

well-suited to dealing with massive data sets, and future applications of deep learning will benefit from this [23]. There 

have been a multitude of recent papers demonstrating the powerful potential of powerful computational tools, such as 

Recognition of image, Categorization of text, and others. Deep learning can help provide better diagnoses for patients [24, 

25]. Health informatics, biomedicine, and MRI image analysis (for example) are all included in this description. As you 

may have guessed, many types of diagnoses are one of these specialised uses of deep learning (ROI). Deep learning is way 

better than typical machine learning, because it can adapt from original data and includes more than one hidden layer 

which allows it to understand concepts by themselves. The potential of neural networks to handle big data which also crucial 

component of deep learning. 

 

Figure 1: Entire Architecture of ML, DL and BDA 

The given figure 1 gives a basic explanation of the architecture of big data disease prediction methods that include machine 

learning, deep learning, and other similar techniques. Numerous beneficial and life-saving outcomes have come out of 

various uses of big data analytics in healthcare. In addition, storing large amounts of data and giving attention to the 

information for longer periods has become quite expensive and requires additional time. The job of extracting structured 

information from un-structured and semi-structured data using information extraction. Though we did not reveal whether 

there were any missing data and how they were dealt with in the study, we did say all we discovered. So, there is no evident 

connection between precision and decision-making. In order to be able to predict and diagnose the specific diseases, such 

as tumours, eye problems, bone cancer, etc., multiple artificial neural networks and deep learning algorithms, such as FNN, 

MNN, RNN, and LSTM, are being used independently, but this is not capable of predicting generic diseases and their onset. 

2. Related study and literature review 

Contextual named entity recognition (CNER) has garnered great attention because to its practical value, and numerous 

helped to facilitate have indeed been offered in the literature. Several of these previous techniques fall into two general 

categories which includes, rule based and dictionary-based technique, ML and DL approaches has the capability to intensify 

the performance over the field. 

Rule-based techniques detect items through the use of heuristics and constructed rules [26], [26]. These techniques are 

generally relied on rule templates developed by speech researchers. These patterns cover a range of aspects, including 

statistical data, syntax, terms, indications and direction phrases, position syllables (such as termination words), and centre 

words.   They were the prevalent techniques in earlier CNER systems. Nevertheless, listing all the principles for modelling 

the configuration of healthcare named entities, particularly for diverse medical entities, is impractical. Frequently, such 

rules are dataset-specific. They may fail to function properly as the dataset evolves, and this type of handmade method will 

always result in a rather high systems development cost. 

Dictionary-based techniques identify attributes by utilising pre-existing clinical terminologies [27] and [28]. They are 

commonly utilised easy implementation and effectiveness. From given medical documents, a vocabulary CNER system 

could identify all the relevant entities specified in the dictionary. The majority of these framework.  Nevertheless, 
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construction of domain knowledge and vocabularies [29] is a quite frequent in Chinese for a single word to already have 

multiple meanings depending on the situation. Simple matches between vocabulary items could perhaps ensure that the 

retrieved words have the desired interpretations. Additionally, it is incapable of dealing with objects that are not included 

in the dictionary. As a result, this strategy frequently results in low recall. 

CNER is typically viewed as a sequence labelling problem in which the objective is to determine the optimal label sequence 

for an input feature text [30].  Hidden Markov models, probabilistic generative Hidden markov, conditional random fields, 

and support vector machine (SVM), [31, 32] are all examples of typical techniques. However, because these statistical 

machine learning algorithms rely on which was before features, their development is prohibitively expensive. The feature 

model accuracy will be costly in order to identify the optimal set of features that aid in distinguishing entities of a particular 

type from others. Additionally, it really an art instead of a science, necessitating lengthy trial-and-error investigations. 

Deep learning techniques, particularly bidirectional RNN models with a CRF layer as that interface of output, exhibit 

performance on state-of-art in CNER problems and surpass classic statistical models [33-35]. RNNs with gated recurrent 

cells, such as long-short term memory (LSTM) and gated recurrent units [36], are capable of recording and recovering 

extensive global information. On top of the recurrent layers, the sequentially CRF ensures that the ideal arrangement of 

tags across the entire text is obtained. Additionally, several researchers attempted to increase performance by using 

additional features such as n-gram features [38] and radical-level features [30]. Zhang and Yang [37] investigated a 

character-level lattice-structured LSTM model that can directly use word to word sequence information while being free of 

segmentation errors. Gligic et al. [32] developed a bootstrapped neural network to answer the CNER task via transfer 

learning. Peters et al. [39] enhanced word representations by pretraining a character language model. Yang et al. [27] 

employ multi-task learning to leverage cross-domain and cross-lingual expertise. Furthermore, all of the approaches 

outlined shown are RNN-based. Due to the fact that RNNs are specialized sequence models typically keep a matrix of hidden 

activation that is propagated across time, learning RNN-based models frequently takes a lengthy period. Devlin et al. [39] 

recently suggested pretrained bi-directional transformers and significantly increased the performance of several natural 

language processing tasks. Unfortunately, building this model continues to consume large amounts of computational 

resources. 

3. Methodology 

This section encompasses various natural language processing and deep learning approaches that are used for our proposed 

augmented framework.  Initially our framework taken input from user in the form of voice (voice regarding heath issue), 

with help of bigdata analytics all these, information has to be stored and accessed.  Then those input has been processed 

and transformed into text with help of sequence-to-sequence attention models, hence sequential relation among the 

information has been preserved.  Second, converted text has been further processed with help of natural language 

processing techniques includes Tokenization, Stemming, Lemmatization, Stop word removal and part-of-speech tagging.  

Third, detected part-of-speech has been given input to the word2vec with recurrent conditional random field, which is a 

hybrid data driven approach, in that word2vec particularly convert each and every word present in the corpus to respective 

vector.  Then recurrent conditional random field is used to extract feature from those vectors.  Finally, those extracted 

feature is given input to NER and Bidirectional LSTM which classify those input as normal and abnormal based on the 

training. 

 

Figure 2: Workflow of proposed augmented framework 
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A. Big data Analytics 

In general, data that arises over the healthcare sector is innumerable and mostly that is heterogeneous in nature.  In order 

to provide efficient storage and processing capacity over healthcare sector, we utilised big data analytics in our work.  Big 

data analytics which are not always analysed in terms of data of size huge, it is a processing technology which holds the 

capacity of processing numerous kinds of vast data types in an efficient way, which includes streaming data as well [41].  

The main reason behind the modification of statistical and data analysis approaches is that, it follows unique approach, so 

it tends to data of unstructured, heterogeneous, complex, missing value etc.  While it may appear that big data enables us 

to acquire greater data in order to uncover more relevant information, the reality is that too many data does not always 

equal more usable information. This could hold information that is more confusing or out of the ordinary. For example, a 

person may have many accounts or a single account could well be exploited by multiple people, lowering the accuracy of 

acquired data [42]. 

1. Input: Unstructured data (D) 

2. Fix candidate solution ‘s’ 

3. For if the termination technique is not attained 

4. f = Scan (D) 

5. u = Build (d, s, o) 

6. s= update(u) 

7. End 

8. Output rules ‘s’ 

Once data collection is done, analysis of data using KDD which is responsible by means searching the hidden pattern 

existing in the data.  If the dataset which is relatively large in volume, researchers widely utilising technique known as 

clustering.  In healthcare domain, the generated data which is heterogeneous in nature.  This state clustering technique has 

been utilised to understand numerous patterns over those data.  The core idea behind this technique is to segregate a 

sequence of unlabelled data into m different groups.  E.g., K-means clustering technique.  In our research, we utilised k-

means clustering technique by means of segregating the patterns over heterogenous data.  The following equation 1 is used 

to determine cluster over the heterogenous dataset. 

𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖 =
1

𝑘𝑖

∑ 𝑧𝑖𝑗 − − − −{1}

𝑘𝑖

𝑗=0

 

The occurrence of error has been rectified by the following equation 2. 

𝐸𝑟𝑟𝑜𝑟 = ∑ ∑ 𝐷(𝑧𝑖𝑗 − 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖) − − − −{2}

𝑘𝑖

𝑗=0

𝑛

𝑖=0

 

B. Voice to text conversion 

Our augmented framework takes input from user in the form of voice.  By using big data technologies, the voice signals are 

stored and organised well efficiently.  We used sequence-to-sequence attention mechanism to effectively preserve 

sequential information among the data. 

Cho et al. presented an encoder-decoder paradigm, which is often termed simply preservation of sequential information.  In 

the same paper which established the GRU cell [43].   Although the initial model was developed for a machine translation 

application, the principle can be used to a variety of different challenges. The sequence-to-sequence paradigm is capable of 

encoding a variable-length sequences together into fixed representation of vector length and decoding a certain fixed-

length representation of vector again into a sequence of variable length. It is referred as a sequential model since the lengths 

of the outputs and inputs are typically distinct. 

Consider the sequence of source can be defined as 𝑥 = (𝑥1, 𝑥2, … … 𝑥𝑇) and the respective sequence of target as 𝑦 =

(𝑦1, 𝑦2, … … 𝑦𝑇).  The recurrent neural network is responsible for reading every set of input 𝑥𝑡 and transformed into desired 

length of vector c.  This vector which is capable of summarizing the entire information sequence.  The decoder is responsible 

for vector c from another RNN, correspondingly produces every time sequence of the output 𝑦𝑇. 
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Figure 3: Encoder-Decoder architecture 

The objective of attention mechanisms is important for two main reasons: to minimize the computation time needed to 

analyse high-dimensional data by concentrating on smaller subsets, and to enable the machine to concentrate on diverse 

features of the input, resulting in more effective extraction of pertinent information. While the first statement could be valid 

for some systems, this would not indicate that an attention mechanism would always result in a faster running model. 

Indeed, in some recurrent neural network configurations, this will increase computational effort by requiring the model to 

assess the entire input at every epoch in order to calculate each step is to take attention.  This mechanism is responsible for 

shows hidden state with respect the set of input parameters. 

𝑓𝑖𝑗 = 𝑐(𝑡𝑖−1, ℎ) − − − {3} 

𝑓𝑖𝑗 = 𝑤𝑇 tanh(𝑊𝑡𝑖−1 + 𝑉ℎ𝑗 + 𝑏) − − − {4} 

C. Data Pre-processing 

Once voice data is transformed into text, we infuse those data into set of pre-processing steps, which includes tokenization, 

stemming, lemmatization, stop word removal and POS tagging, which acts a feature extractor.  These techniques are widely 

utilised in natural language processing in terms of doing any pre-processing tasks. 

Tokenization: Tokenization is the process of subdividing the larger sentence into the set of tokens by using the 

punctuation [,].  The technique of mapping paragraphs from characters to string and string to words is the fundamental 

stage in problem exist in NLP.  Since in attempt to comprehend any word or record, we must first interpret the 

words/sentences contained inside.  Tokenization is indeed a necessary component of every Information Retrieval (IR) 

strategy; it really pre-processes text and also produces tokens for use in the process of indexing. 

Stemming and lemmatization: 

The expanding volume of data and information on the web has reached an all-time peak in recent years. This massive 

amount of information as well as data necessitates the development of tools and strategies for easily extracting insights. 

Stemming is the process of reverting modulated (or occasionally modified) words to their respective stem or root word – 

which is typically a written version of a phrase.  For instance, stemming eliminates suffixes which are present over the 

sentence.  Thus, after a step stemming, the word “generating” becomes “generate”, just as “liked” becomes “like” etc.  

Lemmatization is a term that refers to activities that involve the right use of lexicon and grammatical study of words, with 

both the goal of removing only interpret the result and returning dictionaries structure of a respective word, referred to as 

the lemma. In simple terms, lemmatization is the process of lowering the grammatical structure after determining the 

word's part of speech (POS) present in any article. 

Stop word removal: 

Once stemming and lemmatization is done over every token, then stop word removal has been actioned.  It performs 

removes unnecessary present in the token.  For instance, ‘the’, ‘was’, ‘is’, ‘from’ are some of the words which are sometimes 

present over the tokens.  Stop word removal eliminates all this words with help of NLTK package. 
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POS tagging: 

In general, POS tagging is used to determine part-of-speech for each and every token present in the corpus.  A hidden 

Markov model POS tagger evaluate the highly preferable sequence of POS tag 𝑝̂1
𝑁 = 𝑝̂1, … … 𝑝̂𝑁 for given sequence of word 

𝑤1
𝑁. 

𝑝̂1
𝑁 = arg 𝑚𝑎𝑥𝑝1

𝑁𝑞(𝑝1
𝑁, 𝑤1

𝑁) − − − {5} 

The two sequence of join probability is termed as produce of lexical and context probability of entire POS tag. 

𝑃(𝑝̂1
𝑁, 𝑤1

𝑁) = π𝑖=1
𝑁  𝑝(𝑝𝑖|𝑝𝑖−𝑘

𝑖−1) 𝑝(𝑤𝑖|𝑡𝑖) − − − {6} 

HMM model is the widely used tagger because of its efficiency.  It is successfully performed for a huge amount of training 

tokens present in the corpus.  POS tagger generally, used to train the corpus more than 150 POS tag with help of nltk 

packages.  we used the POS tagger known as hidden Markov model (HMM) tagger that breaks down contextual 

probabilities into a combination of characteristic probabilities. As explained previously, the likelihood of a feature given 

the characteristics of the following POS tags and the accompanying features of the anticipated POS tag is assessed using a 

decision tree.  The probability distributions at the decision tree's terminal nodes have been smoothed using the probability 

distributions at the parent nodes.  By means of integrating class weight probability 𝑃𝑞(𝑐) to the frequency 𝑓(𝑐) to perform 

the smoothing operation,  

𝑃(𝑐) =
𝑔(𝑐) + 𝛽𝑃𝑞(𝑐)

𝛽 + ∑ 𝑔(𝑐)𝑐

− − − −{7} 

The weight of 𝛽 has been assigned as 1.  In terms of normalizing the probability, the total probability has been divided by 

overall value of attribute with its corresponding feature.  The following formula is used to determine the lexical probability 

of unknown words: The unidentified words are separated into four distinct classes: words beginning with such an upper-

case character, words beginning with a lower-case character, and a separate class for all other terms. The tagger constructs 

a suffix trie for every unidentified lexical category through using existing types of words within that class. Suffixes can be 

up to seven characters in length. 

𝑔𝛽𝛽

|𝑇𝛽𝛽|
∑ 𝑇𝛽𝛽(𝑡) 𝑙𝑜𝑔

𝑇𝛽𝛽(𝑡)

𝑇𝛽(𝑡)
< 1 − − − −{8}

𝑡∈𝑇𝛽𝛽

 

D. Word2Vec with Recurrent Conditional Random field: 

Once part-of-speech is recognised over all tokens present in the corpus, the we apply Word2Vec with recurrent conditional 

random field over the tokens.  This is the hybrid data driven approach which transform all tokens present into corpus with 

their respective vector.  Then that vector has been fed input the RCRN (Recurrent Conditional Random field). 

Word2Vec: 

Word2vec decodes and vectorizes the content of unique words on the assumption that combinations of words 

interpretations in a particular context have proximity distances [44].   The figure 4 illustrates the structured model of Skip-

gram and CBOW, two word2vec representation learning introduced by Mikolov.   Both algorithms have set of input, output 

along with respective projections.  Their derivation mechanisms of output are distinct. The input layer takes parameters as 

𝑊𝑡 = {𝑊(𝑛−2), 𝑊(𝑛−1), … . , 𝑊(𝑛+1),  𝑊(𝑛+2)} where 𝑊𝑡 signifies words. The set of layers present in the projection is equivalent 

to the corresponding array of vectors and maintains the summation with numerous vectors.   The output layer relates to 

the layer that delivers the results of projection layer vector.   CBOW is comparable to the feed-forward neural 

network Model [45] in that it identifies the outcome word using adjacent near word representations. The fundamental tenet 

of CBOW is to forecast the appearance of some word by studying its neighbors.   Because layer of projection on CBOW is 

always projects all items in the same direction, the vectors of all items preserve a mean and share their places. CBOW's 

structure has the benefit of evenly structuring the data set's information. In contrast, the Skip-gram possesses a structure 

that enables it to anticipate the vectors of other words given a single word. The fundamental premise of Skip-gram is to 

predict other keywords near a given word.   The Skip-projection gram's layer anticipates words that are adjacent to the term 

injected directly into layer of input. When new words occur, the Skip-gram layout benefits from vectorization.   According 

to study of Mikolov's, CBOW is smoother and more suited to huge data sets than Skip-gram, although Skipgram 

outperforms CBOW when attempting to communicate. However, several research comparing the effectiveness of CBOW 

with Skip-gram indicate that Skip-gram outperforms CBOW [46, 47]. 
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Figure 4: Structure Model for both CBOW and Skip-gram 

Data Size 

Collection of data May 1, 2010 – July 1, 2010 (62 days) 

Sequence of News 2,553,234 

News magazine 133,543 

Medical related words 295,342,943 

Healthcare Tweets 432,643 

Sequence of medical related twitter 6,432,945 

Common twitter words 283,234,742 

Table 1: Training dataset for POS 

Recurrent Conditional Random field: 

The network architecture which comprises of three kinds of a regularization layer and learnable layer, Conditional random 

filed, recurrent layer integrated GRU memory cell and regularization layer of Bernoulli dropout. 

A recurrent neural network (RNN) is a sort of neural network layer wherein the weights are used again across a data 

sequence through the assumption that the dimension of sequence comprises of relevant signal [48]. The gated recurrent 

unit (GRU) is a sort of processing unit that is used to calculate the RNN's representation of hidden parameters at each step 

of time. The GRU makes use of memory cells to enhance the modelling of long-term dependency and convergence rate.  

The memory units are clearly described by chung et. al.[49]. 

𝑟𝑛
𝑚 = 𝜎(ℎ𝑛

𝑚−1𝑊𝑖
𝑚 + ℎ𝑛−1

𝑚 𝑈𝑖
𝑚 + 𝑐𝑖

𝑚) − − − −{9} 

𝑦𝑛
𝑚 = 𝜎(ℎ𝑛

𝑚−1𝑊𝑦
𝑚 + ℎ𝑛−1

𝑚 𝑈𝑦
𝑚 + 𝑐𝑦

𝑚) − − − −{10} 

ℎ̂𝑛
𝑚 = 𝑡𝑎𝑛ℎ(ℎ𝑛

𝑚−1𝑊ℎ
𝑚 + (𝑞⨀ℎ𝑛−1

𝑚 )𝑈ℎ
𝑚 + 𝑐ℎ

𝑚) − − − −{11} 

 

 
Figure 5: Recurrent Conditional Random field 
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As mentioned in [50], the hidden states are synchronized with their index, n = [1,2, 3,.....n] in order to integrate the forward 

and backward passes in both directions. 

ℎ𝑛
𝑚 = [

ℎ𝑛
𝑚

ℎ𝑛
𝑚 ⃖    

      
] − − − {12} 

From the equation forward and backward pass is indicated as ℎ𝑛
𝑚       and ℎ𝑛

𝑚 ⃖     respectively.   

Conditional random field is the joint probability sequence of label 𝑥 = 𝑥1, … … . . 𝑥𝑇 with corresponding sequnece of input 

𝑎 = 𝑎1, … … . . 𝑎𝑇 follows the some specified form includes,  

𝑝(𝑥|𝑎) =
1

𝑥(ℎ)
∏ 𝑒𝑥𝑝𝜑𝑥𝑛(ℎ𝑛) ∏ 𝑒𝑥𝑝𝜑𝑥𝑛 , 𝑥𝑛+1(ℎ𝑛, ℎ𝑛+1) − − − −{13}

𝑇−1

𝑛=1

𝑇

𝑛=1

 

From the equation, ℎ = ℎ1, ℎ2, … … , ℎ𝑛 represent the hidden layer output of previous node.  The linear model 𝜑𝑛 =

𝜑𝑛(ℎ𝑛) works on the basis of input ℎ𝑛 and the respective classes as C corresponding to the output 𝜙(ℎ𝑛, ℎ𝑛+1) which is a 

linear model of original valued output as represented by 𝑐2. 

𝜑𝑛 = 𝜑𝑛ℎ𝑛 + 𝑐𝑛 − − − −{14} 

𝜙𝑛 = 𝑊𝜙 [
ℎ𝑛

ℎ𝑛+1
] + 𝑏𝜙 − − − −{15} 

E. Named Entity Recognition 

In our proposed augmented framework, named entity acts like a performance intesifier, which helps to actioned on 

identified every respective name of the patient in an appropriate manner.  Multi-task learning [51] is a technique for 

simultaneously learning a collection of related activities. Multi-task deep learning are intended to perform better than 

single-task learning algorithms since they take into account the relationship between distinct activities. Collobert et al. [52] 

developed a network using a sentence strategy to perform POS, Chunk, NER, and SRL tasks concurrently. This multi-task 

approach enables the classification model to identify word embeddings that are applicable to all relevant tasks. Yang et al. 

[53] suggested a  model of multitask joint for the purpose of learning language-specific regularities. The model was jointly 

trained on POS, Chunk, and NER tasks. According to Rei [54], the sequence labelling model achieves consistent 

productivity improvements by integrating an unsupervised language modelling target in the training phase. Lin et al. [55] 

presented a multi-lingual multi-task architecture for low-resource environments that is capable of effectively transferring 

various forms of knowledge in terms of improving the primary model. Apart from addressing NER in conjunction with 

some other sequence labelling tasks, a multi-task based framework can be utilised to identify entities as well as relations 

concurrently [56], [57], or to represent NER as two distinct subtasks: entity segmentation and categorization 

of entity  prediction [58], [59]. Due to the heterogeneity between datasets in the field of biomedicine, NER on every dataset 

is regarded a performance in a multi-task environment [60], [61]. A crucial premise is that the various datasets share similar 

character- and word-level characteristics. Then, multi-task training is used to maximise data efficiency and to motivate 

models to acquire more broad representations. 

 

 

Figure 6: Detailed performance of Named Entity recognition 
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F. Bi-directional LSTM 

Once data has been arranged on the name pair, then by means of classification we utilised bi-directional LSTM, which 

is responsible for classification the status of incoming patient as normal or abnormal.  Normal data is further allow to 

doctor knowledge and the abnormal data kept stored as log file.  Fig. 9 illustrates the sequence based on BLSTM 

architecture.   As can be seen, the proposed framework is divided into four components: 

 
Figure 7: Bi-directional LSTM 

The most widely used LSTM network is often succinctly even as vanilla LSTM [62], [63], whose core concept is that multiple 

non-linear unit gate exist which is input, forget, and output gate.  It has the capability to control the information flow 

around within the cell.   A basic LSTM network model can indeed represent the relationship between the current and past 

states which determines both forward and backward direction exist in the particular context.   Providing access towards 

contexts of past and future.  on the other hand, it can be advantageous for a variety of sequential learning tasks, most 

notably for some data sequence used in actual forecasting applications [64].   As a result, BLSTM networks are often used 

to extract relevant attributes from the dataset. The fundamental concept underlying BLSTMs seems to be that two distinct 

hidden layers were used to analyze the data sequence towards different directions in order to grab both the direction of past 

and future.  The continuity equation define the function of the distinct time step t with respect to hidden layer, and two 

distinct arrow symbols, signify processes of forward and backward (→ and ←), respectively. 

ℎ  𝑛 = 𝑔(𝑦 𝑛, ℎ  𝑛−1; Θ   𝐿𝑆𝑇𝑀) − − − {16} 

 

=

{
 
 

 
 𝑋𝑛

     = tanh (𝑊𝑥
      𝑋𝑛

     + 𝑅𝑥       ℎ𝑛−1
          + 𝑏𝑥

     )

𝑗𝑛    = σ (𝑊𝑗
     𝑋𝑗

    + 𝑅𝑗      ℎ𝑛−1
          + 𝑏𝑗

    )

𝑔𝑛     = σ(𝑊𝑔
      𝑋𝑛

     + 𝑅𝑔       ℎ𝑛−1
          + 𝑏𝑔

     )

𝑏𝑛
     = 𝑋𝑛

     ⨀𝑗𝑛    + 𝑗𝑛−1        ⨀𝑔𝑛     

− − − −{17} 

4. Experimentation and Result discussion 

Our augmentated proposed framework has been developed using python, which is sucessfully implemented using anaconda 

2020.11.  We successfully collected data from Kaggle repository https://www.kaggle.com/shivamb/deep-healthcare-

analysis-using-bigquery.  We split the dataset for 80:20 ratio for training and testing purposes.   

1. Initially, we preprocess the dataset, by using preprocessing techniques of natural langauge processing which 

inlcudes tokenization, stemming, lammetization,  stop word removal and POS tagging. 

2. Second, those output has been fed input to word2vec model.  Once vectorization has been done those output 

is infused input as recurrent conditional random field for effective feature extraction.  It also helps to maintain 

sequential information. 

3. Third, the resultant is further applied input to named entity recgonition for better recognition of every entity 

present in the resultant.   

4. Finally, Bi-directional LSTM applied, by means of classifying the patient status as normal and abnormal.  

Our result comprison comprises of three main folds: 

https://www.kaggle.com/shivamb/deep-healthcare-analysis-using-bigquery
https://www.kaggle.com/shivamb/deep-healthcare-analysis-using-bigquery
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STAGE 1: After preprocessing, we compared the performance of Bi-directional LSTM with state of art models. 

STAGE 2: After the successful execution of word2vec with recurrent conditional random field model, we compared the 

performance of Bi-directional LSTM with state of art models. 

STAGE 3: Our final comparison encampasses the Bi-directional LSTM against state of art model, with the input is 

processed over Named Entity Recognition.  

 Accuracy Precision Recall AUC  

Bi-directional RNN 81.32% 78.92% 79.83% 79.32% 

LSTM 82.92% 79.29% 78.54% 78.95% 

Bi-directional LSTM 84.03% 81.04% 82.23% 82.03% 

Table 2: Comprison of Bi-directional LSTM against state-of-art Model [Dataset: After processing]. 

Table 2 encompasses the result comparsion of bi-directional LSTM with other state-of-art models.  The dataset which we 

fed is preprocessed by the techniques tokenization, stemming and lammetization, stop word removal and POS tagging.  

From the comparsion bi-directional LSTM performs well over the preprocessed dataset and the respective graphs is given 

as follow: 

 
 Accuracy Precision Recall AUC  

Bi-directional RNN 85.92% 84.92% 83.83% 84.32% 

LSTM 88.42% 87.29% 86.34% 87.09% 

Bi-directional LSTM 90.72% 89.04% 88.35% 88.05% 

Table 3: Comprison of Bi-directional LSTM against state-of-art Model [Dataset: Preprocessing + word2vec with 

recurrent conditional random field]. 

Table 3 encompasses the result comparsion of bi-directional LSTM with other state-of-art models.  The dataset which we 

fed is infused of both preprocessing and word2Vec with recurrent conditional random field.  From the comparsion bi-

directional LSTM performs well over the data and it achieves the accuracy of 90.72% and the respective graphs is given as 

follow: 
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 Accuracy Precision Recall AUC  

Bi-directional RNN 89.32% 86.92% 85.83% 87.32% 

LSTM 88.92% 86.29% 85.54% 86.95% 

Bi-directional LSTM 94.03% 90.04% 89.23% 89.03% 

Table 4: Comprison of Bi-directional LSTM against state-of-art Model [Dataset: Preprocessing + word2vec with 

recurrent conditional random field+ Named entity recognition]. 

Table 4 encompasses the result comparsion of birdirection LSTM with other state-of-art models.  Dataset which we have 

given to the model is completely trained by our proposed augmented technique[Preprocessing + Word2Vec with recurrent 

condtional random field + Named entity recognition].  As the result shows that our augumented technique classifies the 

voice of patient as normal and abnormal with the better performance accuracy of 94.03% and respective graph is given as 

follow: 

 

5. Conclusion  

This study aims at the use of various deep learning approaches along with big data analytics. By improving the resultant 

quality of guessing the right diagnosis and prescribe the most suitable treatment. The Healthcare Records offer the detailed 

information about a patient intellectual health, diagnosis system, lab tested results, remedies and so on, such data are 

stored and analysed using big data analytics. By combining several artificial approaches, like Machine learning and deep 

learning along with big data analytics, we can diagnose the generic disease of a patient accurately. For example, if the patient 

having high blood pressure, this model can accurately predict the onset possibilities of diseases like diabetics, heart attacks 

etc. Thus, we can also prognosticate our biological age and we take further measures to stay healthy. In future we focus on 

the novel infectious disease prediction using this ensemble of various deep learning approaches. 
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