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Technology has recently developed to support all fields and increase efficiency, 

especially in education. Microlearning has emerged as a powerful educational 

approach, allowing learners to view short, focused content that aligns with their 

needs and schedules. Micro-learning videos have recently become widespread, but 

the retrieved videos may not be relevant to the keywords used for search. This 

research aims to create an educational model specialized in micro-learning using 

Natural language processing. However, developing an effective microlearning 

model involves delivering highly relevant content, which requires developing a 

model that compares two NLP algorithms. Using two advanced NLP algorithms and 

comparing them after development to choose the best can significantly enhance the 

framework's accuracy. In this study, we develop and compare the NLTK and Gensim 

algorithms, measuring their cosine similarity to determine the best. The study's 

findings confirmed that NLTK outperformed Gensim regarding relevance, clarity, 

and alignment with the intended learning objectives. To ensure the reliability of the 

results and achieve high accuracy, we conducted a survey among teachers to select 

the videos that would be ranked based on their relevance. The survey results are 

aligned with NLTK's results, underscoring NLTK's potential as a more dependable 

tool for processing video content in microlearning applications.  
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I. Introduction   

Reliance on technology in education has increased, especially during the Covid-19 pandemic, and 

techniques have been made available to deliver information to students[1]. During the COVID-19 

pandemic, the shift to distance education became a necessity following the decisions to close all 

educational institutions[2]. Distance learning is an educational system in which internet media is used 

to support the educational process. Learners tend to use many platforms to find information, and among 

those platforms is YouTube. YouTube contains a massive amount of information that covers all topics in 

various fields. The duration of the video sometimes exceeds two hours, and this affects the academic 

achievements of learners[3]. Also, a study showed that the level of attention of students decreases after 

12 seconds, which confirms that increasing the duration of the video leads to a lack of concentration[4]. 

Dividing the educational content into small parts can motivate students and increase their focus, which 

is called micro-learning[5].   

Micro-learning is a short-term self-learning strategy via the Internet that increases students' 

motivation to comprehend and retain information more effectively[6]. It responds to students' growing 

need for knowledge and reveals new ways to access information[7]. It overcomes the limitations and 

methods imposed by traditional learning in time and place as micro-learning can be anytime and 
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anywhere[8]. It provides small learning units, and each unit teaches a specific concept so that it does not 

exceed 15 minutes[9]. Micro-learning provides more fun and excitement for learners than traditional 

learning, as it contains essential topics quickly, and the learner does not make an effort to obtain 

information[10]. 

Most students tend to go to self-learning videos, especially during crises such as Covid, due to their 

large availability. Despite the importance of mini-learning videos in self-learning, a few studies discussed 

them on YouTube. Due to their extensive availability, most students attend self-learning videos, 

especially during crises such as COVID-19. Despite the importance of microlearning videos in self-

learning, a few studies discussed them on YouTube. Also, given the massive number of videos provided 

by the YouTube platform, the Microlearning videos have not been studied before, whether the retrieved 

videos are relevant to the keyword used for search. Hence, there is a need to look at the microlearning 

videos on the YouTube platform to improve the educational process. This paper filters the videos on the 

YouTube platform to get the highest viewers, and their duration does not exceed 12 minutes.  

However, developing an effective microlearning platform requires addressing the challenge of 

delivering highly relevant content. Using advanced natural language processing tools like NLTK and 

Gensim can significantly enhance the development of such a platform. NLTK provides robust capabilities 

for text preprocessing, keyword extraction, and sentiment analysis, while Gensim enables topic modeling 

and semantic understanding of content. Together, these tools provide the foundation for creating a 

dynamic and personalized microlearning website that meets diverse learning needs, ensures content 

relevance, and maximizes user engagement. Both algorithms are compared after development to choose 

best. The motivation of this study is to create a microlearning model that enhances learning efficiency, 

accessibility, and engagement by transforming YouTube’s vast educational content into structured, 

digestible lessons tailored to time-constrained learners, improving knowledge retention, and making 

education more accessible through NLP.  We present a model that compares both NLP algorithms and 

chooses the best after measuring the cosine similarity of both. 

The remainder of the paper is organized as follows: 

 Section 2 contains the literature review; Section 3 presents the proposed approach; Section 4 

discusses the results and provides a comprehensive analysis; and Section 5 concludes.   

II. Literature review 

A. Background 

1) Microlearning   

The main objective of micro-learning is to divide the educational content into small parts, or so-called 

micro-content, to increase the use of knowledge and focus on specific parts[11]. E-learning, which 

includes digital or online learning, differs from micro-learning, as e-learning offers macro-learning, such 

as substantial open courses and lessons. Micro-learning is characterized by its focus on relevant 

information content that is presented concisely and accurately[12]. E-learning allows learners access to 

information anytime, according to their schedule, and anywhere because portable devices are 

present[13]. Microlearning is short-term learning, which ranges from a few seconds to 15 minutes at 

most[14]. According to the study, the concentration rate of Internet users decreases after 8 seconds from 

the start of browsing[15]. According to previous research, video clips are becoming more popular with 

learners, and video viewership decreases after exceeding 7 minutes. In contrast, another study indicates 

that viewers are likelier to watch short videos from start to finish[16]. However, most of the educational 

materials presented via online platforms exceed 15 minutes[17]. This indicates a reduced human ability 

to focus and not be distracted for an extended period. Practical teaching that requires applying specific 

skills is one of the most influential in the educational field, such as programming and medicine[18]. 

   During the epidemic, a micro-learning study was applied to students to teach them biochemical 

materials through interactive exercises and video clips of no more than 10 minutes. Before applying the 

study students’ desire to obtain educational material was 15%. The student's desire to obtain educational 

material increased by 52%. The study was implemented for a month[19] .Another study used test-based 



242  

 

J INFORM SYSTEMS ENG, 10(22s) 

micro-learning during COVID-19, where the platform offered daily multiple-choice testing. The learner 

receives e-mail or text messages at the time specified by the learner. Learners reported that this format 

was effective and preferred over traditional education methods, indicating more opportunities for 

innovation[20]. To obtain better educational results and the ability to learn at a distance, educational 

materials must be divided logically into small parts or create new resources that achieve the desired.   

2) Natural Language Processing (NLP) 

NLP is considered a solution allowing machines to process, understand, and generate human 

language[21]. Rooted in linguistics, computer science, and artificial intelligence, NLP has significantly 

advanced, finding applications in education to improve teaching methods and enhance student 

performance[22]. The ability of NLP to analyze and generate text at scale provides a new dimension to 

educational tools, making them more interactive, personalized, and outperformed. 

In teaching, NLP has been used to automate routine administrative tasks such as grading, provide 

personalized feedback, and even adapt teaching materials to meet the specific needs of individual 

learners. Beyond automation, it has facilitated the assessment of competencies in complex subjects like 

STEM (Science, Technology, Engineering, and Mathematics), enabling educators to focus more on 

pedagogical innovation[23]. Furthermore, studies indicate that NLP techniques, such as Neuro-

Linguistic Programming (NLP), are gaining traction in language teaching classrooms. Research shows 

that NLP-trained teachers can effectively enhance students’ emotional intelligence, motivation, and 

learning outcomes by employing strategies like rapport-building, pacing, and reframing[24]. These 

findings are particularly relevant for English as a Foreign Language (EFL) contexts, where language 

instructors benefit from NLP workshops to improve teaching practices through structured classroom 

observations and feedback[25]. 

a) NLTK 

The Natural Language Toolkit (NLTK) is the oldest and most comprehensive Python library proposed 

for text processing and analysis[26]. It was developed as a platform to provide easy access to standard 

NLP algorithms, linguistic data, and educational resources. NLTK provides tools for tokenization, 

stemming, and sentiment analysis, enabling the evaluation of linguistic features like tone, grammar, and 

coherence[27]. Using parsers and syntax checkers, NLTK helps evaluate grammatical accuracy. For 

instance, it can identify subject-verb agreement errors or misplaced modifiers, offering targeted 

corrective feedback[28].  NLTK provides various tokenization techniques, including word and sentence 

tokenization, which are essential for breaking down text into manageable pieces[29]. NLTK includes a 

vast collection of text corpora, and lexical resources like WordNet are essential for various NLP tasks, 

such as training models or finding word synonyms[30]. 

b) Gensim 

Gensim is a specialized library designed primarily for word embedding, document similarity, and 

topic modeling with large corpora[31]. Its focus on semantic analysis makes it especially useful for 

uncovering thematic trends in extensive textual datasets. Unlike NLTK, a general-purpose NLP library, 

Gensim focuses on unsupervised learning tasks and is optimized for processing large-scale text data. 

Gensim provides efficient methods for calculating document similarity, a crucial task in information 

retrieval[32]. It also provides topic modeling algorithms like Latent Dirichlet Allocation (LDA) and 

Latent Semantic Analysis (LSA).  One of Gensim's strengths is its ability to handle large text datasets 

efficiently[33]. It also supports distributed computing, allowing users to scale their models across 

multiple processors or machines, making it ideal for big data applications[34]. 

B. Releted Works 

Several studies have been conducted on NLP algorithms, and most of them used the NLTK and 

Gensim techniques. 

Caratozzolo et al. [35]focused on 

assessing the benefits of incorporating NLP tools into evaluation procedures for advanced STEM. They 

Identify applicable funding agency here. If none, delete this text box. 
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argued that NLP tools are adequate for assessing higher-order functions and gauging cognitive 

understanding of concepts. The NLP technique used is NLTK to text analysis. Also, they found that NLP 

tools can assist instructors in conducting more effective review and feedback sessions and providing 

personalized reports on students' oral and written communication skills. 

Agarwal et al. [36]studied the mental state of students during the COVID-19 pandemic. The study 

was based on sentiment analysis using NLTK. Data was gathered from a survey conducted for students 

aged 18-22. The results showed that most students had negative thoughts and expressions during 

COVID-19, and only 15.7% had positive sentiments. 

Haider et al. [37]suggested a model that integrates Gensim Word2Vec with the K-Means clustering 

algorithm and an innovative sentence scoring procedure. They tested the model using BBC news articles. 

They found the best performance of the model on business articles due to their higher concentration of 

numerical values, which the sentence scoring algorithm prioritizes. 

  Kulkarni et al. [38]developed a Python module using Natural Language Processing (NLP) to 

summarize online class videos. They employed algorithms like Term Frequency-Inverse Document 

Frequency (TF-IDF) and Gensim for summarization. The process incorporates two methods: cosine 

similarity, which doesn't require a reference summary, and ROUGE score, which does. They showed that 

the cosine similarity method achieves over 90% efficiency with both TF-IDF and Gensim, while the 

ROUGE score ranges from 40-50% efficiency. 

Ponmalar et al. [39] addresses the challenge learners encounter when trying to obtain real-time 

answers to their questions during online video tutorials. They suggested a deep learning video streaming 

web application featuring AI bots that utilize natural language processing (NLP) to generate relevant 

keywords from uploaded videos, allowing users to contribute questions and answers to the database. The 

application was developed using Agile and Scrum methodologies.  Additionally, they utilized natural 

language processing (NLP) algorithms to generate relevant keywords and match queries to answers in 

the database. 

III. Methodology 

The proposed micro video search model aims to retrieve the most relevant short videos related to the 

user keywords. The model is implemented in Python, and the model steps are illustrated in Fig.1. The 

user enters keywords, and then YouTube searches for videos related to these keywords. The model will 

find and download videos to be less than 12 minutes. Open AI whisper is used to convert downloaded 

videos into text[40]. After converting, we use two types of natural language processing NLTK and Gensim 

to preprocess the converted text then TF-IDF is used for text vectorizers. Using two NLP algorithms and 

comparing them after development to choose the best can significantly enhance accuracy.  Finally, cosine 

similarity is used to rank videos and determine the best results of the two NLP libraries.       

 

Fig. 1. Proposed Methodology 

A. Retrieve results from YouTube 

As a first step, users are required to enter search keywords into YouTube. The specified keywords are 

used to extract related videos from YouTube. We use the youtube-search-python library to search and 
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import videos only related to a specific keyword on YouTube[41]. In the research, the 

youtube.search().list function is used to import all the needed information, such as titles, links, and 

duration of videos. 

B. Filter out videos 

After searching for videos we need to filter out 12-minute videos or less from playlists or whole 

channels. The YouTube API provides video duration in this format: 5H12M30S; therefore, we need to 

convert it into seconds. The parse_duration() converts the provided time format (by the YouTube API) 

into seconds. 

C. Download and convert videos into audio by PyTube 

In this step, download and convert these videos to audio using another library called PyTube[42]. To 

use the PyTube library, we need to call the package yt-dlp (youtube-dl), which allows downloading videos 

from thousands of sites. Import YouTube from PyTube, pass the video URL and use the filter method to 

specify filters like output format and duration to download a video. Each video is downloaded in .Mp3 

format. 

D. Convert Videos into Text 

In this step, the videos converted to audio are converted to text using Whisper deep learning 

model[40]. Whisper's deep learning model is one of the translators that convert audio into text. In our 

model, we only apply the English language. After installing Whisper into our model, we call the 

load_model function. It's a pre-trained function for which we have specified the English language only 

and passed the path file. Whisper's word error rate in English does not exceed 4.5%[43]. 

E. Text Preprocessing 

Text preprocessing is one of the basic steps in NLP to obtain results that enable the machine to read 

the data. Data preprocessing improves model performance and produces more accurate results[44]. 

Basic steps in preprocessing text include stop word removal, tokenization, and lemmatization. 

Tokenization is a crucial first step in preprocessing NLP, essential for breaking down text into 

manageable pieces. Tokenization will help to understand each word individually and be able to count the 

number of times each word is repeated[45].  

Example  

Input: Databases are structured to facilitate the storage 

output: "Databases","are","structured","to","facilitate","the","storage" 

Stop words are a list of common words that do not provide helpful information on a specific topic in 

the document, such as "the,"" of," and "an,".  It is often removed to improve model performance. 

Example 

Input: Databases are structured to facilitate the storage 

output: "Databases","structured","facilitate","storage" 

Preprocessing also needs to convert the words into their roots for meaningful words known as 

lemmatization. This technique is used to reduce words to their base forms through morphological 

analysis of the words. Unlike stemming, lemmatization considers the word's context and returns a valid 

lemma. It looks for the context and meaning of the sentence and the part of speech in a sentence [46].  

In the proposed model two NLP libraries which are NLTK and Gensim are used for preprocessing. 

These two Libraries have some similar characteristics, but some differences distinguish each from the 

other.    
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F. Convert Video Text into Text Vector 

After converting videos to text, we have converted video text into text vectors using TF-IDF. Text 

vectorization is a process that converts words in a text document to importance numbers. It is a Statistical 

method used to measure the importance of the word within the document relative to a collection of 

documents[47]. TF-IDF is the most common method for calculating text vectorization. 

G. Calculate Cosine Similarity with respect to Searched Keyword 

Cosine similarity brings similar documents or products closer. We can measure the similarity between 

two nonzero vectors. We can get cosine similarity by computing the angle between them. The smaller the 

angle, the higher the cosine similarity between the videos we are searching for concerning keywords. 

Cosine similarity is advantageous because, despite two similar data objects being different in terms of 

Euclidean distance due to their size, they can still have a minor angle between them. The similarity is 

higher when the angle is smaller[48]. 

We can find cosine similarity between videos in Python using Numpy, Matlab, or Sklearn libraries. 

Then, we found the cosine similarity among these videos concerning our searched keywords. 

H. Display Final Ranked Videos 

For the final step, we are concatenating the scores with the data frame videos with high cosine 

similarity scores are shown at the top of the results, followed by videos with lower cosine similarity. 

IV. Methodology Results 

The model was utilized for two NLP algorithms in Python: NLTK and Gensim. High school teachers 

were contacted to select topics to apply and test the model. They selected five keywords in HTML. 

A. NLTK and Gensim 

NLTK and Gensim algorithms were used, and the videos were ranked using cosine similarity for both 

algorithms. 

1) Using NLTK 

a) TF-IDF Calculation:  

NLTK does not have built-in functions for TF-IDF. Instead, typically other libraries like scikit-learn 

are used for this purpose. However, TF-IDF with NLTK can be calculated by using its tokenization and 

frequency counting tools and then applying the TF-IDF formula. 

• - Tokenize and preprocess text with NLTK. 

• - Compute term frequency (TF) and inverse document frequency (IDF) manually. 

• - Combine TF and IDF to get TF-IDF scores. 

b) Cosine Similarity: 

Like TF-IDF, NLTK does not have built-in support for cosine similarity. Vector space representations 

(possibly created with other libraries like scikit-learn) is needed to compute cosine similarity using 

numerical libraries such as NumPy. 

 

Fig. 2 .NLTK Score Calculation 

2) Using Gensim 

a) TF-IDF Calculation:  
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Gensim has built-in support for TF-IDF through its TF-IDF Model. You can easily compute TF-IDF 

for a corpus of documents.  

b)  Cosine Similarity: 

Gensim also provides tools to compute cosine similarity using its similarities module. 

 

Fig. 3. Gensim Score Calculation 

V. Result verififcation 

To ensure the reliability of the results and achieve high accuracy, we surveyed teachers to select the 

videos that would be ranked based on their relevance. The survey was sent to fifteen secondary school 

teachers with videos in random order to determine which algorithm performed better. Results of Gensim 

and NLTK were measured, and random videos were sent to teachers to analyze the videos from 5 main 

aspects: relevance of video with title, relevance of video with keywords, Pronunciation of video, Sound 

affecting video, and whether the video achieved its goal. 

As shown in Fig.4 , cosine similarity for both algorithms are added. A shown Video 8 was lowest in 

NLTK and highest in Gensim. Video 5 was highest in NLTK, and Video 9 was lowest in Gensim. These 

results are hidden from teachers. 

 

Fig. 4 .HTML Videos Measurements NLTK/Gensim 

Videos 8, 0, 5, 9, and 2 were chosen randomly and sent to 15 teachers in the secondary school. 

Keywords were provided by teachers; these videos were sent to teachers for evaluation to know which 

algorithm performed better. and teachers were asked 5 questions on each video. 

• How relevant are keywords to the video? 

• How relevant are keywords to the video title? 

• Is there a sound that affects the clarity of speech? 

• Are the pronunciations clear? 

• Did the video achieve the goal? 

1) Video: Learn HTML lists in 4 Minutes Highest Rank in NLTK 

As shown from Figure 4-3 this video was highly ranked in NLTK and its rank in Gensim was 0.25. 

When teachers were asked about this video relevance of keywords towards title and video content, the 

result shown in Figure 4-4 showed that 14 teachers confirmed that the keywords were both relevant to 

title and video content.1 teacher said that it was probably relevant. 
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Fig. 5. Results on Relevance of Keywords to Video and Video Title on Learn HTML lists in 4 Minutes 

Figure 5 shows the results of the 3 aspects regarding sound affecting clarity of speech, clearness of 

pronunciation and goal achievement of video. As shown in Figure 4-2 14 teachers confirmed that there 

was no sound affecting the clarity of speech, while only one teacher said there was sound affecting clarity. 

Regarding pronunciation and achievement of goal all 15 teachers confirmed that the pronunciation was 

clear, and goal was achieved. 

 

Fig. 6. Results on Clarity of Speech Pronounciation and Goal on Learn HTML lists in 4 Minutes 

2) Video: Colorful Tables with HTML and CSS Highest Rank in Gensim and Lowest in NLTK 

This video is ranked high in Gensim and lowest in NLTK, asking teachers about this video the results 

were as shown in Figure 4-6 regarding the relevance of the keyword to the video content and video title. 

As shown in Figure 4-6 11 teachers found that the keywords are relevant to content while 4 found it 

"Probably relevant". 9 teachers found keywords relevant to the title while 6 found it "Probably Relevant" 

 

Fig. 7. Results on Relevance of Keywords to Video and Video Title on Colorful Tables with HTML and 

CSS 
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All respondents agreed as shown in Figure 7 that sound issues were present, significantly affecting 

the clarity of speech. This unanimous feedback indicates a pressing issue that must be addressed to 

improve the video's overall quality and effectiveness in communication. 14 participants noted that 

pronunciations were unclear as shown in Figure 4-7, with only one respondent indicating clarity. This 

result underscores a critical barrier to comprehension and suggests the need for targeted improvements. 

Despite issues with sound and pronunciation, all 15 respondents confirmed that the video successfully 

achieved its intended this indicates that while technical issues exist, the content and purpose of the video 

resonated well with the audience. 

 

Fig. 8. Results on Clarity of Speech Pronounciation and Goal on Colorful Tables with HTML and CSS 

3) Video: 25 Table in HTML and CSS | How to Create Tables | Learn HTML and CSS | HTML 

Tutorial | CSS Tutorial Lowest Rank in Gensim 

Figure 8 shows that 14 respondents found the keywords "relevant, "to the video content with one 

opting for "probably relevant." This consistency across multiple evaluations underscores the 

effectiveness of keyword selection. Also Figure shows that 14 participants rated the keywords as 

"relevant," to the video title with one marking them "probably relevant." This confirms the sustained 

alignment between keywords and the video title. 

 

Fig. 9. Results on Relevance of Keywords to Video and Video Title 25 Table in HTML and CSS | How 

to Create Tables 

Figure 9 shows that 14 respondents did not observe sound issues, with one indicating otherwise. This 

suggests varying experiences with audio clarity across different segments. Figure also shows that most 

respondents (13) confirmed clarity in pronunciations, while two noted issues. This slight deviation points 

to isolated challenges in articulation, all 15 participants agreed that the video met its intended goal, 

maintaining consistent feedback on its overall effectiveness. 
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Fig. 10. Results on Clarity of Speech Pronounciation and Goal on 25 Table in HTML and CSS | How to 

Create Tables 

VI. Discussion 

The survey results reveal important insights into the effectiveness of the analyzed video content and the 

algorithms employed NLTK and Gensim. NLTK was better in preprocessing text data, extracting 

keywords, and assessing their relevance to the video content and titles. The algorithm's precision in 

identifying key terms is more accurate in understanding of the video’s alignment with its intended 

purpose. Gensim, on the other hand, offered significant value in topic modeling and semantic analysis. 

The feedback from teachers and instructors showed the consistent relevance of keywords, suggesting 

that the natural language processing methods were effective in maintaining alignment. However, the 

survey also identified some issues with sound clarity and pronunciation, which, while unrelated to the 

NLP algorithms, require further attention for improvement. By addressing these technical challenges 

and refining keyword selection based on the survey insights, the platform can achieve a higher level of 

content quality and engagement. Combination of NLTK and Gensim provided a comprehensive 

analytical model that not only validated the relevance of the content but also highlighted areas for 

enhancement, ensuring that the microlearning platform meets the needs of its users. 

From previous teacher's and instructors survey result it was proven that NLTK algorithm ranking was 

better than Gensim. For TF-IDF and cosine similarity, additional libraries like scikit-learn or manually 

implement these concepts. 

Other categories rather than education could be tested and compared. This thesis focused on 

educational videos. 

Gensim: Provides high-level functions and is more efficient for working with large corpora and vector 

space models. It has built-in support for both TF-IDF and cosine similarity, making it more convenient 

for these tasks. 

To sum it up, NLTK's TFIDF Vectorizer directly computes similarity using the query terms, which tends 

to be more effective for keyword-based matching. Gensim relies on BoW and a topic model with TFIDF 

Model, which may not align closely with keyword-specific searches, leading to less precise results for 

this task. 

VII. Conclusion and future work 

The microlearning mobile application was developed to deliver concise, engaging, and personalized 

learning experiences by leveraging cutting-edge natural language processing algorithms. The project 

implemented and evaluated two prominent algorithms NLTK and Gensim to recommend YouTube 

videos for microlearning. The effectiveness of these algorithms was assessed through a survey conducted 

among educators, where they were randomly sent video recommendations generated by both methods. 

The feedback consistently indicated that NLTK outperformed Gensim in terms of relevance, clarity, and 

alignment with the intended learning objectives. These findings highlight the potential of NLTK as a 
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more reliable tool for video content curation in microlearning applications. Overall, the website 

demonstrates a significant step forward in utilizing NLP techniques to enhance learner satisfaction and 

engagement. Based on this study's findings and limitations, future work should focus on conducting 

broader evaluations involving diverse users, including students, to ensure the recommendations meet 

varied learning needs and preferences. Future work will expand the model to include interactive quizzes, 

gamification elements, and progress tracking, which can complement the video recommendations and 

boost learner engagement. We will also combine the two algorithms and use different analytical methods 

to get more accurate results. 
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