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Performance evaluation of the employees reveal their productivity contributing to 

the growth of the organization they serve. It is therefore crucial for the HR 

department to ensure that there occurs no bias and the evaluation is done 

objectively. Machine learning techniques combined with appropriate tools can 

perform an exploratory data analysis and design a framework that predicts the 

performance of the employees without any human intervention. In this paper, we 

propose an ensemble stacking architecture – RoSaT that predicts the performance 

ratings with maximized accuracy. The dataset obtained was checked for data 

imputation followed by feature engineering process then training, validating and 

testing the data against different classification algorithms. The tabulated results 

along with performance metrics are finally elucidated to prove the efficacy of the 

proposed architecture. 

Keywords: Machine Learning, Classification, Ensemble Learning, Stacking, 

Performance Rating. 

I.       Introduction: 

Machine learning (ML) is at its zenith in the realm of research. The variety of algorithms developed 

under supervised, unsupervised, semi-supervised and reinforcement learning coupled with 

programming tools like Python, Power BI, Orange, R etc., has made decision making process more 

precise. 

Supervised algorithms use labelled data which can be utilized for predictive analytics and classifications 

to recognize the underlying unseen patterns. They are broadly divided into Classification and Regression 

algorithms based on the type of output that must be predicted. The variable that needs to be predicted is 

known as target variables and the other attributes are known as features. If the target is a categorical 

label (taking values like good or moderate performer in employee performance) it comes under 

classification and if the target label take numerical values (that are continuous like rating performance 

of employees between 1-5) they are regression problems. 

Ensemble model is a powerful ML technique which combines different algorithms to train and integrate 

the predictions of all individual models to improve the accuracy, to finally create a robust learner that 

boost the prediction accuracy of the model. Various ensembling techniques are stacking, voting, bagging 

and boosting. 
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Stacking is one of the ensemble learning method that has two stages of model building. The first stage 

uses different models as Base Model (like KNN, SVM or Decision Tree) in a hierarchical manner. The 

second stage uses meta model like Linear Regression or Logistics Regression, to further improvise the 

performance. Thus stacking combines the best features of various models all the while improving the 

accuracy. 

Industry 4.0-the fourth industrial revolution, lays emphasis on embracing digital technological 

advancements like Artificial Neural Network, Cloud Computing, Deep Learning, Internet-of-Things so 

on, for sustainable and smart industrial applications. In alignment with this, employee performance 

evaluation - vital to both employee and the employer, needs to be done without bias, prejudice and in 

all fairness being strongly objective. Predictive analytics plays a pivotal role in predicting employee 

performance incorporating AI, ML, Data Analytics and Statistics without any human preconceived 

notion. 

In this paper, we have proposed an ensemble architecture– RoSaT with the objective of utilizing the HR 

data that is digitally cleansed to remove inconsistencies and train the models to predict performance 

ratings with utmost accuracy. The model thus developed is evaluated for its performance using various 

metrics. Finally, we summarize the findings along with their interpretations and recommendations for 

future work. 

II. Literature Review: 

An empirical literature review from the year 2020 on/related to the topic “employee performance 

evaluation”, reveals the work done in the arena of HR analytics, their objective(s), methodology 

adopted, tools and techniques applied, results obtained, limitations and future work. A summary of 

limited papers are precisely presented in a table below. 
 

Sl # Author(s) Algorithm(s) applied Result(s) Limitation / 

Future work 

 
1 

Asuquo, D et al., 

-2020 [4] 

C 4.5, 

RF and NB classifier 

RF gives 96.97 & 98.70 

% of accuracy for 

testing & validating 

KNN & SVM not 

applied; 110 data set 

used 

2 
T. Li, M. G., et 

al., -2021 [26] 
LR, DT & NB 

Two class LR gives 83.4 

% of accuracy 

21 limited features 

used 

 
3 

Prasetyaningrun 

, P. T, et al., - 

2021 [22] 

KNN, NB, DT and RF 

with stacking & bagging. 

RF, stacking & bagging 

gives same 88% of 

accuracy 

Imbalanced data set 

not considered 

 
4 

 
Y. Jia - 2022 

[16] 

LR, Nonlinear 

regression, Regression 

tree, SVM, RF & Neural 

network algorithms 

 
RF gives 2.335 as RMSE 

& 0.906 as R2. 

Uses 15 features & 

attendance variables 

to predict 

performance 

5 
Sujatha . P et al., 

- 2022 [20] 

Gradient Boosting, XG 

Boosting 

XG Boosting gives 92% 

accuracy 

Only 2 models were 

tried. 

6 
Zbakh Mourad, 

et.al., -2022 [18] 
KNN 85.71 % of accuracy 

Only one model & 

311 rows. 

 

 
7 

 
Toubasi, S. A. - 

2022 [29] 

J48, NB, SVM, RF, 

Radial Base Function, 

Multilayer Perceptron, 

and with bagging and 

boosting 

 
J48 with Adaboost gives 

99.16% accuracy 

Original data set has 

15 features. 

Ensemble models 

could be tried 
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Sl # Author(s) Algorithms applied Result(s) Limitation / 

Future work 

 
8 

Md Abu Jafor et 

al., -2023 [14] 

SVM, LR, ANN, RF , 

XGBoost, AdaBoost & 

ensemble model 

Ensemble model gives 

highest accuracy 95.3 % 

13 features only used. 

 

 
9 

 
Gurung, N. N., 

et al., - 2024 

[12] 

 
XGBoost, LR, NB, RF, 

SVM, LDA, KNN 

XG-Boost AUC holdout= 

0.86;training data = 

0.88; low runtime -16 

minutes; max. memory 

utilization of 12% 

Deep learning 

techniques could 

have been applied to 

the 73,115 data set. 

 
10 

Nayem, Z., & 

Uddin, M. A. - 

2024 [19] 

LR, Gaussian Naive 

Bayes, DT, KNN & SVM 

Accuracy % of RF is 98.2 

& Gaussian NB is 61.4 

Deep learning & 

other data set can be 

tried 

 
11 

Youssri, A., et 

al., - 2024 [30] 

RF applied to Oracle 

EBS data 

99 & 98 % of training 

and testing accuracy 

respectively 

Should verify to rule 

out overfitting 

 

 
12 

 
Sinha, H. - 2024 

[25] 

Gradient Boosting & 

Extra trees; Optuna, 

Bayesian optimization 

and Randomized 

Search. 

 
Gradient Boosting gives 

96% of accuracy 

Neural networks & 

ensemble models can 

be tried. 

Table 1: Employee Performance Evaluation: A review of literature 

III. Proposed architecture: 

The proposed architecture starts with the pre-processing of IBM data set. An exploratory data analysis 

(EDA) summarizes the types of features, missing values and its statistical insights. 

 

 
Fig 1: Proposed Architecture 

 

 
Feature engineering consists of feature selection, feature transformation, feature extraction and feature 

construction which are performed using techniques like mutual information, normalization, label 

encoding, log transformation, PCA and constructing new features using the existing ones. The digitally 
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cleansed data is bifurcated into training data and testing data in the ratio 80:20. Various classification 

models like KNN and Naïve Bayes, SVM, Naïve Bayes and Logistic Regression are trained and their 

accuracy are tabulated. Metrics like accuracy, precision, recall, F2 score, MCC, log loss and AUC-ROC 

are evaluated for all the individual models as well as RoSaT. The results obtained are analysed to 

understand the best performer of all models. 

Algorithms used: 

KNN- also known as a lazy learner, is the most commonly used algorithm for classification task. It relies 

on the similarity between the features to make predictions. This aspect of it was useful in this prediction 

task since there were only two outcomes for performance ratings. In this work we have fixed k = 5. 
 

 
SVM is a max-margin classification algorithm which aims to find the hyperplane with the largest 

margin between classes. It can handle both linear and non-linear classification using kernel tricks. In 

our task we have used kernel= “rbf”, where “rbf” stands for Radial Basis Function (Gaussian kernel) — 

RBF Kernel enables SVM to find complex boundaries between classes. 
 

 
Naïve Bayes works on Bayes theorem with the assumption of feature independence. It is a probabilistic 

generative model and is robust to irrelevant features. It is often used as a baseline model to compare the 

performance of more complex algorithms. 
 

 
Logistic Regression is a popular algorithm applied for binary classification. It gives probabilities for 

class memberships. It assumes a linear relationship between the input features and log odds. In our 

STEPS: 

Store all training data (no learning phase). 

For a new data point, calculate the distance (e.g., Euclidean) from all training points. 

Pick k nearest neighbours (smallest distances). 

Count the class labels of these k neighbours. 

Assign the most common class to the new data point. 

STEPS: 

Plot data points in space according to their features. 

Find the best hyperplane (line/plane) that separates classes with the maximum margin 

(distance between classes). 

If data is not linearly separable, apply kernel trick (e.g., RBF kernel) to map data into higher 

dimensions. 

Use support vectors (key data points near the margin) to define the hyperplane. 

Classify new data based on which side of the hyperplane it lies. 

STEPS: 

Calculate prior probabilities for each class (how often each class appears). 

For each feature, calculate likelihood of feature value given a class (e.g., using Gaussian 

distribution for continuous data). 

Use Bayes' Theorem to calculate posterior probability for each class. 

Choose the class with the highest probability as the prediction. 
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work we have used C = 5, where C is the inverse of regularization strength, makes the model more 

flexible. 
 

 
RoSaT classifier (fig 2), is an ensemble stacking model constructed using KNN, SVM and Naïve Bayes 

as the base models and logistic regression as the meta model. 
 

Fig 2: RoSaT Classifier 

The training data is split and trains each of the base models-KNN, SVM and NB. Using these models 

predictions as intermediate predictions, the meta model- Logistic regression, is trained on the testing 

data. 

The accuracy of RoSaT is then compared with the other individual models. To assert the model’s overall 

performance, various metrics are computed and compared. 

STEPS: 

Initialize weights and bias. 

For each data point, calculate weighted sum of features plus bias. 

Apply sigmoid function to convert the result into a probability (between 0 and 1). 

Compare probability to a threshold (usually 0.5) to decide class (0 or 1). 

Optimize weights using gradient descent to minimize the log loss (error). 

Repeat until the model converges. 
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IV. Data pre-processing: 

(i) About the data set: 

IBM HR Analytics data set taken from Kaggle is utilized in this study. It contains 1470 rows and 35 

columns. Exploratory data analysis was performed to gain insights about the data set. There are 26 

numerical and 9 categorical features. “PerformanceRating” is set as the target label since our objective 

is to evaluate the employee performance. 
 

Fig 3: Data Description 

STEPS: 

Input: Dataset D with features X and target y = PerformanceRating_Binary 

Output: Predicted class labels for test instances 

1. Pre-process the dataset: 

a. Handle missing values, standardize if needed. 

b. Split D into training set (X_train, y_train) and test set (X_test, y_test). 

2. Initialize base models: 

a. KNN, SVM, Naive Bayes. 

3. Train each base model on X_train, y_train. 

4. Generate base model predictions on X_train using cross-validation: 

a. For each instance, obtain KNN_pred, SVM_pred, NB_pred. 

b. Form new training set for meta-model: Z_train = [KNN_pred, SVM_pred, NB_pred]. 

5. Train Logistic Regression meta-model on Z_train, y_train. 

6. For test instances: 

a. Obtain base model predictions: KNN_test_pred, SVM_test_pred, NB_test_pred. 

b. Form meta-model input: Z_test = [KNN_test_pred, SVM_test_pred, NB_test_pred]. 

c. Use Logistic Regression to predict final class labels: y_pred = LogisticRegression(Z_test). 

7. Evaluate performance of y_pred against y_test using accuracy, precision, recall, F2-score, MCC, Log 

Loss, AUC-ROC. 

End. 
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(iii) Missing Values: 

The data set does not have any missing values. It is confirmed via the following heat map. 
 

 

Fig 4: Heat map for missing values 

(iv) Summary Statistics: 

The table throws light on the statistical implications of the data set and helps us to decide about the 

features to be selected. For ex., features like EmployeeCount, Over18, StandardHours have the same 

value and hence can be dropped. EmployeeNumber is a unique identifier and not useful for prediction. 
 

Fig 5: Summary of statistics 
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(v) Data transformation: 

The next step is encoding: Label encoding binary categorical columns (e.g., Gender: Male=1, 

Female=0) and One-Hot Encoding for multi-category columns (e.g., Department, JobRole). 

(vi) Handling outliers: 

Further, outliers are detected using box plot. It was found that 11 features had outliers and they were 

replaced with median instead of mean. 

(vii) SMOTE process: 

Initially the distribution of the target label “PerformanceRating” has skewness 1.9199, which indicates 

that the data is positively skewed. When Undersampling, Oversampling also known as SMOTE, and 

hybrid – Undersampling + SMOTE were applied, SMOTE and Undersampling has skewness as zero. 

However, Undersampling has only 452 rows and 1018 rows from the original table are removed. SMOTE 

has totally 2488 rows ie., 1018 rows augmented which also helps in training the models with more data. 

Therefore, the SMOTEd data set was used for further processing of the model. 
 

Fig 6: Skewness comparison of original data, Undersampling, SMOTE & hybrid 

 

V. Feature Engineering: 

PCA visualization: 

Fig 8 shows that the data set contains only 3 & 4 for performance ratings. Hence it was considered as a 

classification problem of rating employees as moderate & good performers. 
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Fig 7: PCA visualization 
 

 

Fig 8: Converting PerformanceRating into binary value 

The above converts Performance rating into a binary classification. 

Mutual Information: 

The graph shows that PercentSalaryHike with the maximum MI score implying that it is the most 

influential feature for predicting the target. 

 

 

Fig 9: Mutual Information Score 
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∫ 

 
The modified data after pre-processing and feature selecting, extracting and transforming was ready for 

model training. The data set was then split into training and testing data and applied to the ensemble 

stacking model – RoSaT. The predictions of RoSaT were then validated using various metrics. 

VI. Evaluation of Metrics: 

Metrics are crucial to assess, analyse and reveal the hidden pattern in the data set. Evaluation metrics 

for classification, measures the performance of models. Various metrics their formula, significance and 

interpretation are listed below. 

1. Accuracy = 
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

 
𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

It measures the overall correctness of the model and is useful 

when the dataset is balanced. Higher accuracy means better model performance. 
 
 

2. Precision = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

It tells us how many of the predicted positives are 

actually positive. High precision means fewer false positives. 

 

3. Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 

It measures how many actual positives the model 

correctly identified. High recall means fewer false negatives. 
 
 

4. F2 Score = 5 X ( 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙
 

4 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 
𝑅𝑒𝑐𝑎𝑙𝑙 

) It is useful when false negatives (FN) are more critical 

than false positives (FP). Higher F2 score indicates that model prioritizes recall (fewer false negatives); 

lower F2 score indicates that model fails to identify actual positives correctly. 

 

5. AUC-ROC (Area Under the Curve - Receiver Operating Characteristic) = 1 𝑇𝑃𝑅 𝑑(𝐹𝑃𝑅) 
0 

Measures the ability of the classifier to distinguish between classes. Higher AUC means better overall 

model performance. 

 

6. Log Loss (Logarithmic Loss) = − 
1 
∑𝑁 [𝑦 𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑃 ) + (1 − 𝑦 )𝑙𝑜𝑔 (1 − 𝑃 )] 

  =1 𝑖 𝑖 𝑖 𝑖 

Used in probabilistic classification, where models predict probabilities. Lower Log Loss means better 

model performance. 

 

7. Matthews Correlation Coefficient (MCC) =  (𝑇𝑃 𝑋 𝑇𝑁) – (𝐹𝑃 𝑋 𝐹𝑁)  
{(𝑇𝑃+𝐹𝑃) (𝑇𝑃+𝐹𝑁) (𝑇𝑁+𝐹𝑃) (𝑇𝑁+𝐹𝑁)} 

Used to evaluate binary classification. If MCC = +1 it’s a perfect classification; 0 implies just a random 

guessing (like tossing a coin); -1 indicates completely wrong classification. 

 

Metric evaluation of RoSaT classifier with other algorithms: 

The proposed ensemble stacking classifier– RoSaT was evaluated against the individual models and the 

results are tabulated as follows: 
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Fig 10: Metrics evaluation of all models 

VII. Findings: 

 

Fig 11: Accuracy comparison 

RoSaT algorithm has yielded an accuracy rate of 98.59 % by using KNN, SVM & NB as base models and 

Logistic regression as meta model. The percentage of precision is also the highest amongst all other 

models. SVM has given highest F2 score and has the same value as that of RoSaT for AUC-ROC but has 

less accuracy and precision. KNN has given the least prediction. 
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VIII. Takeaways for HR Managers: 

It is imperative that HR data set will contain all the personal and professional information about the 

employees. But when utilizing predictive analytics or any software, it must be noted that not all 

attributes are required to predict employee performance. 

RoSaT used data set wherein features like over 18, employee count were dropped. Performance ratings 

should not be biased on gender. Also it is evident from fig 9 that salary hike influences performance. 

The results manifest underlying implications of the work environment. Like, attrition can be analysed 

from this, if their ratings happen to be high. 

Therefore, it is mandatory that HR managers accept and adopt AI, ML, Data Analytics practices for the 

overall wellbeing of the employees and organization. 

IX. Future work: 

Real time monitoring of employee performance can be done by incorporating real time input from 

different units such as wearable devices, IoT sensors, streaming data and mobile apps. The objective 

can be broadened as multi-objective research by developing models that can incorporate productivity, 

employee safety, employee satisfaction etc. Bespoke models could be developed by considering 

personality traits, learning rate and career goals. 

X. Conclusion: 

Employee performance evaluation is a routine vital task that must be carried out by HR mangers 

periodically not only to appraise and reward the employee but to identify their strength and recommend 

for career succession. Growth of the organization will be expedited when the employees are motivated 

and encouraged for their contributions. Predictive analytics can automate the entire task using ML 

algorithms. RoSaT is one such algorithm which has proven to predict the performance rating of the 

employees with high accuracy and precision. 
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