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The rapid increase in the usage of mobile devices in the day-to-day applications generates more 

requests and a suitable technology to handle the requests in short range of distance is Mobile 

Cloud Network (MCN). The research about the multiple requests handling problem is carried 

in this work by considering the performance, bandwidth utilization, Quality of Service (QoS) 

and cost issues. In this paper, a Dynamic Multilevel Queuing and Multi Request Handling 

(DMQMRH) model is proposed to address the above mentioned issues for efficiently handling 

multiple requests in dynamic environment. In the proposed model, first the multilevel queuing 

technique is used to schedule the requests in mobile cloud which are based on the prioritization 

without request dropping. Next, machine learning techniques such as prediction and 

classification are applied in this proposed model where the prediction technique predicts the 

request completion time of DMQMRH model to effectively utilize the bandwidth and the QoS 

classification technique classifies the type of service with minimal cost. Finally, the ascending 

priority queue scheduling technique is implemented in the proposed model to optimize the 

processing of multiple requests. The implementation and evaluation of these show that the 

proposed DMQMRH model is capable of handling the multiple requests with agreed 

performance, effective bandwidth utilization, minimal cost and also achieves QoS by agreed 

user prioritization without request drop in a better way when compared with the Propositional 

Deadline Constrained (PDC) and bi-criteria approximation algorithms without computing 

capacity (Approx_noCP) methods. 

Keywords: : Mobile cloud network, Machine learning, Request Handling, Multilevel queue, 

Request prioritization, Classification, Prediction, Ascending priority queue 

 

1. Introduction 

Mobile Cloud Network (MCN) is a current generation technology which needs to undergo many upgrades 

in its operations to efficiently provide service in multi-user environment [1]. The software and web applications 

which are used in today’s world are complex with high data rate, interactive and multi-user in nature. In this paper, 

the research work carried on providing effective solution to the multiple requests handling problem in multiuser 

MCN is depicted in the Fig. 1 where the users (U) are connected with mobile cloud called cloudlet as done in [2] 

which handles requests (R) effectively. 



2  
 

J INFORM SYSTEMS ENG, 10(3) 

 

Figure 1. Multiuser MCN model  

Further, the cloudlet is connected with the public cloud to avoid Service Level Agreement (SLA) violation 

during over loaded condition. In multiple requests handling problem, specific challenge like performance and 

Quality of Service (QoS) satisfaction with user prioritization and drop ratio issues are considered in this paper. The 

performance of MCN services is reduced as mentioned in [3] caused by handling of multiple requests at a stretch. 

However, it is an unavoidable situation in dynamic environment to provide such a service due to tremendous 

increase in users [4]. The requests dropping along with prioritization are considered as the measuring parameters 

for QoS satisfaction of the users. The complex operations which are interactive and time sensitive needs to be 

executed based on the priority without any drop in the requests, Thus in this paper, a new Dynamic Multilevel 

Queuing and Multi Request Handling (DMQMRH) model is proposed to handle multiple requests efficiently. The 

proposed DMRMLQ model contributes the following:  

• A dynamic prioritized multi-level queue model is designed which satisfies the QoS level of user based on 

the prioritization without drop in the requests. 

• A classification technique is applied that makes the network to be cost effective.  

• A prediction technique is proposed for predicting the request completion time which improves the 

bandwidth utilization.  

• An ascending priority queuing technique is proposed in this paper that schedules the requests to improve 

the performance of MCN by effectively processing the requests. 

 The remainder of this paper is arranged as follows. The literatures in this area are discussed in 

Section 2. Section 3 discusses the proposed DMQMRH model. Next, Section 4 discusses the algorithms proposed 

and used in the operations of DMQMRH. Implementation and evaluation are discussed in Section 5. Finally, 

Section 6 concludes the research work. 

2 Literature review 

There are many works on request handling in cloud which are available in the literature. These works are 

classified broadly into four major categories namely latency-based algorithms, decision making process, 

communication channel and scheduling. 

2.1 Latency  

First, the reviews have been carried with from the existing research works by considering the latency issue 

on handling multiple user requests. The cloudlet screen computing system in [5] focuses on reducing the latency. 

The authors analysed the round-trip time of graphical and multimedia applications by applying the three 

decoupling theories for Pre-Buffer Frame (BF), BF and post-BF and Screen Content Coding, which gives a feasible 

solution in cloudlet with multiple core processors. Further, it is stated that re-loss free property is also planned as a 

future work. In [6, 7], authors found a way to minimize the latency with respect to communication which is caused 

due to node failure and suggested that the high reliability edge or fog device which cooperates between nodes 

reduces the delay and latency. But the cooperativeness between nodes in fast migrating environment is not easy and 

need to be handled. Chunlin et al. [8] addressed the latency issues which satisfy huge number of requests with QoS 

in mobile cloud and proposed the hybrid cloud-assisted mobile service optimisation model with scheduling 
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algorithm. Their model and algorithm are designed based on the resources only. But the request handling 

mechanism needs to be further improved. The authors in [9] discussed that handling multiple requests in fully 

automated and complex application causes latency. The 5G-media Service Virtualization Platform model developed 

makes the migration process and optimization with reduced latency and hence improves the performance. But the 

system has high 5G bandwidth channels with poor decision making process make system slower which is to be 

handled. A Statistical Management Policy in [10, 11] takes the better decisions in handling of multiple requests in 

predictive and periodic way for optimization where the prioritized requests improved the QoS by minimizing 

latency. But the periodic prediction of requests in overloaded condition can improve the performance. Poularakis et 

al. [12] showed the latency and performance improvement using Joint Service Placement and Request Routing 

(JSPRR) algorithm by applying approximation algorithm with randomized rounding technique to get optimal 

solution. But the system still have latency problem when swapping of service in congested network and with the 

cache management.  

Thus, by reviewing the above existing research papers related to latency issue in handling of multiple user 

requests, the reconfigurable dynamic resource management with cognitive based predicting technique in 

virtualization system has been proposed in this work which can handle more number of user service requests. 

2.2 Decision making process      

The literatures about the decision making process is reviewed in the sense of computing systems with 

machine learning technique for predicting the resource which is to be mapped with the requested QoS without 

affecting the overall system performance. Wang et al. [13] developed a QoS prediction algorithm that aims to 

reduce the response time and improved the accuracy level QoS match. Further, their stated that better context-

aware management technique can still improve the prediction rate by considering the node failure. Online task 

scheduling technique in [14] maps the tasks to the required types of resource using repeated stacker berg game 

method where the resource reservation algorithm is used in their work to predict the future request arrival using 

historical data. This technique provides the better optimization service equilibrium between edge server in log term 

process reduces the response time. But the equilibrium condition in short term process need to be improved. Xiong 

et al. [15] proposed a learning approach to predict the QoS in multidimensional context and by self adaptive 

approach which finds an optimal solution. The prediction accuracy level can be further improved by dimensionality 

reduction technique upon considering the proximity of the nodes.  

A Hybrid Collaborative Caching technique [16] with linear complexity greedy content placement algorithm 

is used for placing the cache content to handle request in collaborative way to provide optimal solution with 

minimized average service latency and balances the load distribution. The message passing technique in 

collaborative environment can be improved for optimization. An Enhanced Broker Based Federated Cloud 

Architecture [17] uses a Bayesion ranking based grade distribution algorithm to choose a service request by 

constructing priority feedback decision tree which provide the optimal service for users. The classification 

algorithm with machine learning technique can make decision better. A Collaborative Storage Architecture model 

[18] divides the problem into sub-problems and takes decision to distribute the task using middleware to improve 

the resource utilization in reliable way for performance enhancement. But, the collaborative way of message 

passing for request handling need to be effective in sub-problem optimization. Dynamic Classifier Selection 

framework [19] classifies the problem using Genetic algorithm with generating pool of classifier which provide high 

accuracy rate. The classifier in dynamic condition can be further fine tuned. Agent Based Architecture [20] with 

Learning Possibility applies the machine learning techniques to optimize the service execution with the help of 

agents. The authors further suggested that the different types of service executions can be improved by applying 

suitable learning technique.  

 

A Scalable Cloud Based Bush Fire Predication framework [21] uses the bushfire broker for predicting the 

local cloud resource to be mapped to the user request with good accuracy level. The scheduling algorithm used to 

splits the user request and maps the resource in parallel for better resource management. The intermediate broker 

in multiple requests handling environment causes delay and alternate method can be used. Authors in [22] 

proposed an algorithm to improve the performance of cloud resource allocation by mapping the requests using 

Distributed Hash Table (DHT) in dynamic collaborative cloud environment. But in the small coverage range, the 
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resource matching fails mostly. Rajendran et al. [23] proposed a ranking and rule based classification algorithm 

with feature selection for detecting denial of service and service unavailability in cloud networks which results in 

good accuracy. But the trustworthiness of user in initial stage need to processed quicker to overcome performance 

degradation.  

From the above mentioned research works, it is observed that the decision making, the classification and 

predication of service in the collaborative environment can improve the overall mobile cloud system utilization to 

handle multiple requests. 

2.3 Communicating channel 

Many research works about the communication channel problems related to congestion and ineffective 

utilization of resource are reviewed in this work. The authors in [24] proposed the uplink scheduling scheme which 

dynamically allocates the bandwidth to the request with the adjusting group members in channels to minimise the 

bandwidth overhead with required QoS and to maximise the system throughput. But the prediction of requests in 

advance is a tedious process. Hung et al. [25] proposed two auction frameworks to handle caching space and 

resource allocation problem in live video streaming environment. The system works in two steps, first it uses Edge 

Combinatorial Clock Auction to find optimal solution for backhaul capacity with cache in exponential ration with 

number of streamers. Next, Combinatorial Clock Auction in Stream divides the problem into sub-problem to 

optimally allocate the resource capacity for the streamers. A multi stage optimal solution can handle the multiple 

requests effectively. 

Thus from the above reviews, it is clear that the effective resource utilization in communication channel can 

improve the service request handling rate. Even in sub modularity technique, the frequent migration of 

communicating nodes in the cloud system need to handle quick data transfer in each migration step that too 

difficult for real-time streaming application which causes delay.  

Virtualized Network Function (VNF) - Resource Allocation scheme based on Context-Aware Grouping [26] 

solves the resource migration problem in dynamic environment where the resources are allocated to a group of 

users based on the migrating characters such as Car, Bicycle or walk with different QoS requests. VNF uses graph 

partitioning algorithm to transfer data between different clusters based on the migration time predicted for users 

which reduces the overload processing and delay to improve the performance. But in fast data transmission 

environment, the decision taken to transfer the overload data in cloudlet needs to be addressed. Li et al. [27] 

proposed an Opportunistic Computation Offloading (OPPOCO) algorithm to handle resource limitation in overhead 

communicating channel where the task is divided into multiple tasks with content delivery in a period between 

communicating nodes. Next, the packet loss is handled by two way handshake for content exchange. The OPPOCO 

specifically concentrates on subtask processing time and reduces the overall computation time. The authors also 

mentioned the further assumption can be reduced.  

Software defined multitier edge computing model with modified Message Queue Telemetry Transport 

(MQTT) protocol [28] computes the task parallel in different tiers of heterogeneity environment which avoid 

processing delay. The authors also further explained that the data analytics using machine learning techniques can 

help to provide wide-range of QoS multi-tier computing more effectively. Communication Efficient Algorithm [29] 

uses re-computing model to monitor the context needed for reallocating migrating resources in a dynamic 

environment. Two classification techniques such as Linear Discrimination Analysis and the Dimensionality 

Reduction are used to make context-aware data more efficiently. The information collected in fast migrating 

environment can be improved. A V(t) regulated Carrier Sense Multiple Access (CSMA) algorithm [30] to address 

the delay and temporal starvation in communication channel where CSMA uses Request-to-Send / Clear-to-Send 

mechanisms to sense the communication channel to select the longer queue sized channel to reduce delay. But the 

task migrated is switched to different schedulers to reduce the temporal starvation effect. The authors also specified 

that the throughput optimality can be achieved without time scale separation assumption. Thanikaivel et al. [31] 

proposed a fast and secure protocol which reduces the packet size of the transmitting data whereby waiting time for 

a particular resource is avoided in fast converging environment. Further, context-aware technique to fix the packet 

size can be developed for better transmission. The Map Reduce techniques [32] is applied for fast processing of data 

by fragmentation and searching which improve the performance of distributed cloud network.  

https://www.sciencedirect.com/topics/engineering/message-queue
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Thus from the above literatures, it is found that the monitoring of the communication process and 

transferring the overload or congested data service to other cloudlet using faster migrating mobile cloud 

environment will improve the multiple request handling processes. 

2.4 Scheduling mechanism 

The existing scheduling techniques are reviewed based on the response time reduction for handling more 

requests. Vahid et al. [33] proposed two algorithms namely Propositional Deadline Constrained (PDC) and 

Deadline Constrained Critical Path (DCCP) for scheduling problem which maximize the workflow parallelism by 

logically separating the levels based on the workflow with different deadlines. In both algorithms, the priority based 

scheduling has the inherent problem of starvation by tasks with low priority. Therefore, new scheduling algorithm 

with constraints based can be developed to reduce the computation resources. Yuan et al. [34] proposed a bi-

criteria approximation algorithm without computing capacity constraint (Approx_noCP) for placing the VNF which 

improves the requests handling without any computing constraint with performance improvement. Further, 

scheduling mechanism with prediction can improve the performance. In [35] the authors used a meta-scheduler in 

resource co-allocation to predict the runtime of the application task for effective process mapping and rescheduling. 

The authors suggested that their resource co-allocation technique can be further improved by reducing the 

interaction between system and application. Distributed multidimensional indexing structure [36] with exponential 

moving average predicts the dynamic cache content for fast response with better query plan. The queries are sent in 

a balanced way to reduce the content and response time in system with improved throughput. In fast migrating 

environment, the scheduling queries can be handled effectively. Do et al. [37] proposed four scheduling algorithms 

for vertically managed systems with network slicing operation. The largest-free scheduler is robust but can be 

improve allocation of the session periodically in Mobile Edge Computing (MEC).  

Chronaki et al. [38] proposed two schedulers where heterogeneity aware Operating System (OS) scheduler 

improve CPU utilization in thread migration and the dynamic runtime scheduler improve the performance. 

Further, the scheduling methods can be improved by handling the heterogeneity resource mapping process. Multi-

Objective Dependent Task Scheduling model [39] schedules the dependent task with two characteristics: parental 

precedence relation between tasks and Non-preemptive of completed tasks which minimize the execution time with 

improved throughput. Further, the cache mechanism in scheduler can improve the execution of dependent tasks. 

Multiple Context Based Service Scheduling technique [40] handles huge number of request with QoS and cost 

balance. This system adaptively schedules the resource by system context in multi-dimension and in optimized way 

with the context predicator that applies the Bayesian network for context fragment and ambiguity in probabilistic 

manner. But the query processing model can be further optimized by reducing the dimensionality of context.  

Check Point League Championship Algorithm [41] schedules the jobs by placing a check point for restoring 

the unexpected task execution failure during reallocation in migrating environment. Further, algorithm creates the 

tables like tournament schedule based on the winning and losing position and a similar table is created for task 

completion. Moreover, the predictor can be improved to predict the successful task completion which helps the 

resource allocation to the request users. In [42] the authors proposed an autonomous green scheduler called 

forward only Counter Propagation Network based intelligent scheduler to predict the heterogeneous environment 

to handle more user request. The authors further discussed that the task dependency which can be improved by 

optimizing the task execution. A  Hybrid Adaptive Particle Swarm Optimization technique [43] handles multiple 

operations such as multiple requests, scheduling and resource allocation in fast migrating vehicular cloud in fast 

migrating environment by minimizing convergence time thereby reducing the response time and improve the 

resource availability. Further, the system can improve the communicating channel for data transfer in the fast 

migrating environment.  

Delay Based Dynamic Scheduling method [44] parallel run the three components such as Bag-based 

Deadline Division which divides the workflow deadline into BoT deadlines, Bag-based Delay Scheduling which 

decides the task to be scheduled immediately and Single type based Resource Renting which rents an appropriate 

type and number of Virtual Machines (VM) by considering the batches of tasks from BoT to reduce cost and 

effectively utilizing the resource. Moreover, the system can be made more effective by identifying the tasks priority 

based on dependence. Immunological Mechanism Inspired Rescheduling Algorithm [45] with multiple units such 

as surveillance unit to monitor the resource failure in VM, response unit which calls the learning unit to reschedule 

the resource with the help of memory unit where all units are coordinated by resource manager. The algorithm 
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improves the performance by Task Completion Rate and reduces the resource failure by rescheduling upon 

measuring the Make span Delay. Further, modularizing the resource management technique can effectively make 

the different operations faster. An Admission Control and Scheduling Algorithm [46] with Maximizing profit 

minimizing VM, Maximizing the profit by rescheduling and maximizing the profit by exploiting the penalty delay 

methods works by sequence of steps: initiating new VM, querying the user request, prioritize the request in queue 

and finally delay the new request to wait in the queue. The authors showed an efficient way resource allocation by 

satisfying the user with performance and reduced response time.  

Nawrocki et al. [47] automated and optimized, the schedule process along with migrated task between 

cloud device. The authors applied the supervised learning algorithm to take decisions by learning the context of 

cloud system efficiently. Tamani et al. [48] applied linguistic and fuzzy quantifier with least satisfactory proportion 

and greatest satisfactory proportion for ranking service in vehicular cloud with good link stability and low latency. 

Whaiduzzaman et al. [49] suggested Vehicular Cloud Computing is suitable technology for Vehicular Network to 

control autonomous vehicle systems which required different levels of computing resources. Discovering and 

Consuming Cloud Services in Vehicular Cloud (DCCS-VC) [50] discovers vehicles and provide service to public on-

demand with reduced delay in VANet.  

Time-Sensitive network scheduling method [51] with time-aware shaper control the traffic with Gate 

Control List (GCL) based on Satisfiability Modulo Theories to reduce the time slots and configure the GCL simpler 

and efficient to low latency and reduce runtime in the network. Two-level decision making systems [52] with 

scheduling control based on traffic-awareness to reduce the response time and queuing delay with implementation 

of classification technique to avoid resource mapping failure. A customizable fuzzy clustering cloud resource 

scheduling algorithm based on trust sensitivity [53] schedules cloud user resource and cloud task resource 

separately with prevention of malicious node to improve throughput. A embedding adaptive dynamic probabilistic 

parasitic immune mechanism [54] dynamically pre-schedule events using elite learning algorithm to jump out of 

local extreme value of parasitic group effectively. A particle swarm optimization (PSO)-based task offloading 

strategy [55] offload task using PSO fitness function to reduce delay and cost in effective manner. Deadline-

sensitive priority-based queue scheduling algorithm [56] schedule the urgency-sensitive service with deadline and 

context-aware information about distributed data center networks to reduce delay. Collaborative scheduling 

framework [57] with Time Aware Shaping and Cyclic Queuing Forward mechanism optimize the traffic scheduling 

dynamically and shape the different types of traffic by Least Laxity First method to reduce the delay. A multi-level 

queue window scheduling mechanism [58] schedule time sensitive data by calculating minimum jitter with priority 

weight window allocation and reduce delay. A federated learning multi-task scheduling mechanism [59] based on a 

trusted computing sandbox schedule resource by constructing state channel with deep reinforcement learning 

method to minimize the completion time and improve QoS. An Enhanced Glow Worm Swarm Optimization (En-

GWSO) model [60] uses optimal data transmission path and schedule data in time slots i.e., Time Division Multiple 

Access (TDMA) to reduce the transmission delay.  

Thus from all the above literatures discussed, it can be seen that in mobile cloud environment, multiple 

request handling rate can be improved by reducing the delay and request dropping, predicting and  classifying the 

arrival of user request in advance, and the optimizing by reorganization of task in fast migrating environment by 

the scheduler.  

3 Dynamic Multilevel Queuing Multi-Request Handling  

 In this paper, a new Dynamic Multilevel Queue Multi Request Handling model (DMQMRH) has been 

proposed as shown in Fig. 2 to reduce the processing time and to improve QoS in the MCN. It consists of eight 

major components namely the priority checking module to check the user priorities, multilevel queue with extend 

memory, QoS classification module, SLA, user profile, request completion time predictor and ascending priority 

queue scheduler. Further, N - requests from multiple users are assigned according to the Poisson distribution in 

arrival time (t) and are processed based on exponential distribution with respect to processing time. Further, by 

identifying the high, medium and low prioritized requests, it is placed and scheduled in the multilevel queue. 
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Figure 2. Dynamic Multilevel Queuing Multi Request Handling - DMQMRH Model 

The multilevel queue has separate levels for dynamic sized queues called high prioritized requests 

(Hqueue), for medium prioritized requests (Mqueue) and also for low prioritized requests (Lqueue) which can be 

extended based on the demand in dynamic environment. Then the requests are classified on the machine learning 

technique where the QoS classifier is used by the classifier to checks the QoS level required by the user that can be 

provide reliable service without any drop in the requests as agreed in the SLA and then that requests are classified 

to a particular class based on the drop ratio. Further by applying the machine learning technique, the predictor is 

used to predict the request completion time for each request based on the size of data. Finally, the requests are 

scheduled in the ascending priority queue where the requests with low completing time are scheduled first and then 

sequentially scheduled in ascending order for processing. After scheduling of all requests, total processing time for 

requests are recorded upon measuring the QoS satisfaction level with respect to drop ratio and performance. The 

algorithms and mathematical models used in DMQMRH are discussed in Sec. 4. 

4 Mathematical models and Algorithms 

In the proposed DMQMRH model, multilevel queuing technique works by 3 levels of queues: Hqueue, 

Mqueue and Lqueue can also be mentioned as EPQueue_H, EPQueue_M and EPQueue_L, where levels and size of 

queues are variable and dynamically extended as represented in the proposed DMQMRH model.  

. ( ) _R P H EPQueue H → ,   (1) 
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( )( ) ,iP H R H→      (2)  

. ( ) _R P M EPQueue M →
,   (3) 

( )( ) ,iP M R M→      (4) 

   
. ( ) _R P L EPQueue L →

,      (5)  

( )( ) .iP L R L→      (6) 

The EPQueue_H has high priority requests P(H) which is shown in Eq. (1). EPQueue_M has medium 

priority requests P(M) represented in Eq. 3. EPQueue_L have low priority requests P(L) which is shown in the Eq. 

5. The requests are prioritized as high (H), medium (M) and low (L) which is based on the user requirements as 

shown in the Eqs. 2, 4 & 6.  Algorithm 1 is developed for implementing the prioritized dynamic multilevel queue 

operation based on Eqs. 1 – 6. In the following algorithm, the system gets N- number of R from the users which are 

arrived based on the Poission distribution and services them based on the exponential distribution with the 

prioritization. Here, first it creates multilevel queue where each level has distinct priority like high (EPQueue_H), 

medium (EPQueue_M) and low ((EPQueue_L). Further, each request undergoes a priority check where high, 

medium and low prioritized requests are differentiated and scheduled separately in the queues namely 

EPQueue_H, EPQueue_M  and EPQueue_L. If EPQueue_H, EPQueue_M and EPQueue_L  are full, then the 

system will extend the size of queue automatically by Dynamically Extended Queue called DE_Queue(Queue Q, 

Request R). The steps of the proposed scheduling algorithm are as follows. 

Algorithm 1: Prioritized Dynamic Multilevel Queue 

I/P: R<-((R1, P(H)), (R2,P(L)), (R3,P(H)), (R4,P(M))… (RN,P(L))) 

O/P: EPQueue_H(R1, R3), EPQueue_M(R3), EPQueue_L(R2, RN)  

Begin prioritized Dynamic Multilevel Queue 

  Initialize EPQueue_H, EPQueue_M, EPQueue_L 

  Get (Ri) from R → Temp  

  If (Temp. P (H) ==H) 

DE_Queue(EPQueue_H, Ri) 

  Elseif (Temp. P (M) ==M) 

   DE_Queue(EPQueue_M, Ri) 

Elseif (Temp. P (L) ==L) 

   DE_Queue(EPQueue_L, Ri) 

  Endif 

Return (EPQueue_H, EPQueue_M, EPQueue_L) 

End Prioritized Dynamic Multilevel Queue 

Dynamic Extended Module 

Begin DE_Queue(Queue Q, Request R) 

 If (Q!= Null) 

  Send (Ri) → Q   

 Else  

  Q.Size++; 
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  Send (Ri) → Q  

 Endif 

End DE_Queue(Queue Q, Request R) 

Once the requests are scheduled in the multilevel queue; each queue will be processed separately. 

Eq. 7 shows the request to class mapping and QoS classification function definition where the service S is 

obtained from the mapping of request Ri to class Ck. 

f

i kS R C= ⎯⎯→
    (7) 

 

( ) ( )
0

/ . . .
M

i i QoS k QoSC
k k=

f R = σ R C
 

 
 


  (8) 

Here, σ denotes the selection of class for request Ri .The service to be accepted is based on the most matched C k

which is found and then it is mapped to the Ri using function 
( )if R

 as shown in Eq. 7. Eq. 8 denotes the QoS 

classification function 
( )if R

 which compares the QoS of request 
.i QoSR

 with the service provider QoS classes 

C .k QoS of M size.  

Algorithm 2 is developed based on the Eqs. 7 - 8 for classifying the QoS of R with the service providers QoS 

(SLA.QoS) provisioning. Further, the R has been analyzed by comparing them with M number of QoS class (C i.QoS) 

of service provider for the closest match and then mapped the Ci.QoS to Ri. 

Algorithm 2: QoS Classification  

I/P: Ri, QoS_SLA 

O/P: map (Ci.QoS,Ri) 

Begin QoS Classification 

 Get (Ri) from R → Temp  

 If (Temp. QoS in SLA.QoS) 

  Loop (K=0; K<=N; K++) 

   If (Temp. QoS matches class K) 

    Map (Ck, Ri) 

   EndIf 

  Break 

  End Loop 

 EndIf 

Return map (Ck, Ri) 

End QoS Classification 

After mapping of Ri and Ci.QoS, Ri will be processed based on Ci.QoS which is discussed in algorithm-3 in 

more detail. 

( ). . .i TI i MIPSG R R→
.   (9) 
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  Eq. 9 predicts the completion time of Ri in Million Instruction Per Second (MIPS) as specified .i TIR . The 

MIPS is calculated by assuming one byte of data as one instruction for online interactive and multimedia streaming 

application. Then Ck.QoS is mapped with that Ri which is multiplied by a factor G, the G value is based on the QoS 

assigned to CK as per the performance requirements like high QoS with high value, medium QoS with moderate 

value and low QoS with low value. 

Algorithm 3 is developed using Eq. 9 for predicting the MIPS where Ri mapped with Ci.QoS is passed as input 

of all requests in multilevel queue which are mapped to QoS class. In this algorithm, it has two functions get (No of 

inst) which retrieve number of instruction from Ri and set (MIPS with Ck.QoS) which optimize the MIPS using QoS 

factor.  Finally, the MIPS of Ri is returned as the completion time. 

Algorithm 3: Request Completion Time Predictor  

I/P: Map (Ck,Ri) // Ck–class, Ri - single request 

O/P:  Ri_MIPS  // Ri_MIPS –request completion time 

Begin Request Completion Time Predictor 

 Initialize TI  // Total instruction 

 TI= (Ri → get (No. of inst))  

 set (MIPS with Ck.QoS) → Ri  

 Return Ri.MIPS 

End Request Completion Time Predictor  

Begin get (No. of INS) 

 Ri_size   → Ri_byte 

 (Ri_byte)  → (TI / 1073741824)  // TI in MIPS 

 Return TI 

End get 

Begin set (MIPS with Ck.QoS) 

 (TI * G) →MIPS // G- factor of Ck.QoS 

 Return MIPS 

End set 

Eq.10. represents the scheduling of R in ascending priority queue Asce_PriQueue which is based on the 

MIPS predicted for Ri. 

0
. _

N

i MIPSi
R Asce PriQueue

=
→

.
   (10) 

 Algorithm 4 is written using Eq. 10 for effectively handling of multiple requests. In the below 

algorithm, it uses a prioritized queue which schedules the R in ascending order based on the R i.MIPS. The fast 

processing R with high MIPS are scheduled first and low processing R with low MIPS are scheduled last thereby, 

the multiple requests handling process is improved by handling more number of users.  

Algorithm 4: Ascending Priority Queue Request Scheduler  

I/P: Ri.MIPS 

O/P: Asce_PriQueue(Ri.MIPS)  

Begin Request Scheduling 
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 Initialize Asce_PriQueue 

 enqueue(Ri based on MIPS) → Asce_PriQueue 

 run (Asce_PriQueue) //builtin function, running state of the queue 

 Return Asce_PriQueue 

End Request Scheduling 

5 . Implementation and evaluation 

The simulation of the proposed work is carried using CloudExp simulator [61] where the workflow is 

carried based the architectural diagram as shown in Fig. 2. At first, each request from the user has been analyzed 

based on the parameters shown in Table 1, where R_id specify the unique identity of request, R_PRI shows the 

priority of the request such as High(H), Medium (M) and  Low (L). The R_QoS mentions the QoS level of each 

request as required by users. Lastly, R_SIZE specify the size of request.  

After thorough analysis of individual requests, priority classification has been carried to place the requests 

in the multilevel queue, where it has 3 levels of queue as shown in Table 2. The Hqueue is for high priority requests, 

Mqueue for medium priority requests and Lqueue for low priority requests. 

For the evaluation of proposed work five groups of requests such as group 1 (G1) with 100 requests, group 2 

(G2) with 200 requests, group 3 (G3) with 300 requests, group 4 (G4) with 400 requests and group 5 (G5) with 500 

requests are collected dynamically in time (5 Sec) as per Poisson distribution and further compared with the 

existing PDC method developed by Vahid et al. (2017) for success rate of requests handled with constraint. The 

performance of proposed DMQMRH model is compared with the existing Appro_noCP method (Yuan et al., 2020) 

which is based on processing time.   

Fig. 3 represents the total numbers of prioritized requests in multilevel queue of DMQMRH model where 

G1 has 100 requests where 39 requests in Hqueue, 26 requests in Mqueue and 35 requests in Lqueue, G2 has 200 

requests where 70 requests in Hqueue, 59 requests in Mqueue and 71 requests in Lqueue, G3 has 300 requests 

where 106 requests in Hqueue, 105 requests in Mqueue and 89 requests in Lqueue, G4 has 400 requests where 128 

requests in Hqueue, 123 requests in Mqueue and 149 requests in Lqueue and G5 has 500 requests where 175 

requests in Hqueue, 165 requests in Mqueue and 160 requests in Lqueue. 

 

 

Figure 3. Group Distribution of prioritized requests in DMQMRH model 
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The processing time comparison of individual groups with prioritized requests scheduled in multilevel 

queue is depicted using Figs. 4 - 8. From the plotted graph, it reveals that the DMQMRH model with multilevel 

queue, processes the high prioritized requests quicker as shown in the plotted line for Hqueue. Moreover, the 

medium prioritized requests are processed on an average as shown in the plotted line for Mqueue and then low 

prioritized requests are processed moderately as shown in the plotted line for Lqueue. It also emphasizes that the 

size of the Hqueue, Mqueue and Lqueue vary dynamically based on the user prioritization. Hence, it is inferred that 

there is no dropping of requests in the proposed DMQMRH model using dynamic extended multilevel queue. Thus, 

the QoS satisfaction is achieved by prioritization without request dropping with an accuracy level of 100%. 

 

Figure 4. Prioritization without dropping of Group 1 Requests in DMQMRH Model  

 

 

Figure 5. Prioritization without dropping of Group 2 Requests in DMQMRH Model 
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Figure 6. Prioritization without dropping of Group 3 Requests in DMQMRH Model 

 
Figure 7. Prioritization without dropping of Group 4 Requests in DMQMRH Model 

 
Figure 8. Prioritization without dropping of Group 5 Requests in DMQMRH Model 
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The request handled ratio with constrains is compared between the proposed DMQMRH model and the 

existing PDC method as described in Fig. 9. The graph plotted reveals that the two request handler methods have 

100% success rate in handling requests without any drop with constraint. The proposed DMQMRH model proved 

that the constraint with respect to QoS satisfaction shows that the prioritization of requests are achieved by 

accuracy level of 100% as represented in Figs. 4 - 8 using multilevel queue but the PDC method only have 

constraint satisfaction level approximately more than 95%. Thus the proposed DMQMRH model provides better 

user QoS level than PDC method.  

 
Figure.  1 Comparison of request handlers with constraint 

Fig. 10 shows the DMQMRH model has less average processing time for single request in five groups. From 

this graph it is observed that the Hqueue values in all groups for the individual request is processed faster where the 

Mqueue shows that the individual request is processed on an average time and the Lqueue shows that the 

individual request is processed moderately. 

 
Figure.  2 DMQMRH Model Average Processing Time of Requests in Groups 
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Appro_noCP the same number of requests utilize around 70%. The G4 with the 400 requests utilizes the bandwidth 

around 71% for DMQMRH model where as Appro_noCP processes the same 400 requests utilize around 75%. The 

G5 with the 500 requests utilizes the bandwidth around 77% for DMQMRH model where in Appro_noCP the same 

number of requests utilizes bandwidth around 80%. Thus, the proposed DMQMRH model provides effective 

bandwidth utilization approximately improved around 4% on an average when compared to the existing Approx-

noCP method without any computational capacity constraint by effectively application of request completion time 

predicting technique.  

 
Figure.  3 DMQMRH Model Bandwidth Utilization of Requests in Groups 

Fig. 12 shows the average cost comparison between the proposed DMQMRH model and the existing Appro-

noCP method. In DMQMRH model, group G1 with the 100 requests is processed in an average cost of 13.1% where 

in Appro_noCP the same number of requests is processed in an average cost of 13.6%. The G2 with the 200 

requests is processed in an  average cost of 14.8% for DMQMRH model whereas Appro_noCP processes the same 

200 requests is processed in an 15% of average cost. The G3 with the 300 requests is processed in an average cost of 

13.4% for DMQMRH model where in Appro_noCP the same number of requests is processed in an average cost of 

13.8%. The G4 with the 400 requests is processed in an average cost of 13.6% for DMQMRH model where as 

Appro_noCP processes the same 400 requests in an average cost of 14%. The G5 with the 500 requests is processed 
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The overall processing time comparison between the proposed DMQMRH model and the existing Appro-

noCP method is shown in Fig. 13. In DMQMRH model, group G1 with the 100 requests is processed in 3.31 seconds 

where in Appro_noCP the same number of requests is processed in 7.6 seconds. The G2 with the 200 requests is 

processed in 8 seconds for DMQMRH model where as Appro_noCP processes the same 200 requests in 10.5 

seconds. The G3 with the 300 requests is processed in 11.1 seconds for DMQMRH model where in Appro_noCP the 

same number of requests is processed in 18 seconds. The G4 with the 400 requests is processed in 14.2 seconds for 

DMQMRH model where as Appro_noCP processes the same 400 requests in 25.1 seconds. The G5 with the 500 

requests is processed in 17.4 seconds for DMQMRH model where in Appro_noCP the same number of requests is 

processed in 32.5 seconds. Moreover, the processing time in the proposed model is less than the existing method 

due to ascending priority queue scheduling technique. Thus, the proposed DMQMRH model provides better 

performance when compared to the existing Approx-noCP method without any computational capacity constraint 

by effectively application of Multilevel queuing scheduling and ascending priority queue scheduling technique.  

 

Figure.  5 Comparison of Performance between DMQMRH Model and Appro_noCP 

6.Conclusion 

In this paper, we investigated the multiple requests handling problem in MCN by considering the 

performance, bandwidth utilization, cost and QoS satisfaction without requests drop in prioritized state. For this 

purpose, the DMQMRH model is proposed in this work to optimize processing and scheduling of multiple requests 

by prioritizing the requests with multi-level queue for processing the requests. The implementation and evaluation 

of the proposed DMQMRH model shows that the effective bandwidth utilization in the proposed model is 4% on an 

average when compared with the existing Appro-noCP method by applying the predicting of completion time 

technique of requests. The DMQMRH model shows that the multi-level queuing technique has satisfied the user 

QoS level more effectively by achieving accuracy level of 100% user prioritization and 100% avoiding the requests 

dropping when compared with the existing PDC methods. In DMQMRH model, the ascending priority queuing 

scheduling techniques improved the performance of MCN when compared with existing Appro-noCP method. The 

proposed DMQMRH model is better and cost-effective approach when compared with the existing Appro-noCP 

method. Thus, the proposed DMQMRH model optimizes the multiple requests handling better by applying 

machine learning techniques with respect to user QoS satisfaction, performance, effective bandwidth utilization 

and minimized operating cost.  In future, effective QoS classifier and prediction algorithms will be designed to 

improve the user satisfaction level further. 
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