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Cancer is a complex and heterogeneous disease, with diverse molecular profiles and clinical 

outcomes. Accurate cancer classification is crucial for personalized treatment strategies and 

improved patient survival. The advent of high-throughput technologies has generated vast 

amounts of multi-dimensional data, including genomic, proteomic, and clinical information. 

Analyzing this "big data" requires sophisticated computational methods. This paper presents an 

improvised approach for Layer-wise Relevance Propagation (LRP) in Multimodal Deep Belief 

Networks (MDBNs) for cancer classification. By integrating Clipped Activation and Contrastive 

Divergence (CD), we enhance model interpretability and performance, addressing challenges 

like vanishing gradients and slow convergence. Our approach improves the efficiency of LRP 

while ensuring stable training and faster model convergence. Experiments on multimodal 

medical data, including brain, breast, and bone scans, demonstrate significant gains in 

classification accuracy and interpretability compared to traditional methods, offering a scalable 

solution for deep learning in healthcare. 
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1. INTRODUCTION: 

Cancer classification is a challenging problem in medical diagnostics due to the complexity and high dimensionality 

of biomedical data. Deep learning has revolutionized cancer classification by enabling models to analyze vast amounts 

of multimodal medical data, such as medical images (e.g., MRI, mammograms) and clinical records. Multimodal 

Deep Belief Networks (MDBNs), which combine different data modalities, have shown remarkable potential in 

improving classification accuracy [1]. However, one major challenge in applying these models to healthcare is their 

lack of interpretability, which is crucial for medical professionals to trust AI-driven decisions. Layer-wise Relevance 

Propagation (LRP) is a popular technique for interpreting deep learning models by tracing the influence of each input 

feature on the model’s output. However, LRP’s computational complexity becomes a bottleneck when handling large 

datasets, which is common in medical imaging [2]. 

The sheer volume and complexity of these "big data" present significant challenges for data analysis. Traditional 

machine learning algorithms may struggle to handle the high dimensionality, noise, and complex interactions within 

these datasets. Furthermore, the computational requirements for training and deploying these models can be 

prohibitive without specialized infrastructure [3,4].  

To address these challenges, we propose a novel approach for improvised version of LRP integrated with Clipped 

Activation and Contrastive Divergence (CD) to enhance both the performance and interpretability of MDBNs for 

cancer classification. The combination of these techniques improves the model’s stability during training by 

addressing issues such as vanishing gradients and slow convergence, making it more efficient when applied to big 
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medical data. We demonstrate the effectiveness of our approach in classifying multimodal cancer datasets, including 

brain, breast, and bone scans, and show how it offers a scalable, interpretable solution for deep learning in healthcare. 

The structure of this paper is organized as follows: Section 2 presents the motivation and related work; Section 3 

provides a detailed explanation of our proposed methodology, including the algorithm; Section 4 outlines our 

experimental setup and results; and Section 5 concludes with a summary of key findings and recommendations for 

future research. 

2. BACKGROUND AND RELATED WORK: 

Initially, we undertake an in-depth review of existing research on feature selection, integration, and classification to 

build a strong foundation in the fundamental concepts. This review will provide valuable insights for the 

development of our multimodal system. Guerrero-Gómez-Olmedo et al.  proposed a method for global explanations 

using path relevances in LRP, providing a deeper understanding of how information flows through deep networks, 

which is valuable for high-stakes applications like cancer diagnosis [5]. Alber et al.  introduced the iNNvestigate 

framework for interpreting deep neural networks, further advancing efforts to provide transparency and 

trustworthiness in AI [6]. 

In medical image segmentation, Albadawy et al.  demonstrated the importance of cross-institutional training for deep 

learning models, highlighting challenges like generalization across diverse datasets [7]. Their work emphasizes the 

necessity of robust models that also offer clear interpretations of their predictions. Similarly, Kumar et al.  focused 

on deep learning for multimodal medical image analysis, acknowledging the need for interpretable models to enhance 

diagnostic accuracy and trust [8]. 

In the context of deep learning privacy concerns, Gandhi et al. reviewed the challenges of protecting sensitive health 

data while ensuring AI model transparency and accountability [9]. This review underlines the growing need to 

balance privacy and interpretability in AI applications. A. Nath et al.  proposed a novel deep neural network model 

for brain tumor and breast cancer classification, aiming to promote E-health by improving diagnostic accuracy and 

efficiency in healthcare systems [10]. Their work contributes to advancing automated cancer detection techniques, 

focusing on the application of deep learning models to improve healthcare accessibility and decision-making. In the 

domain of mammography for breast cancer detection, Xing et al. explored both traditional image processing 

techniques and deep learning methods for mammographic image analysis. Their study compared the performance of 

deep learning-based approaches with traditional methods, showing that deep learning models, particularly DBNs, 

offer superior performance in identifying subtle patterns and improving diagnostic accuracy [11]. The study 

emphasizes the potential of deep learning techniques to enhance early breast cancer detection. Deep learning has 

become essential in brain tumor classification, especially in smart healthcare systems. Muhammad et al. provided a 

survey on multigrade brain tumor classification, reviewing various deep learning models. The paper emphasizes the 

challenges in handling multigrade tumors and suggests that combining multi-modal data with hybrid models can 

enhance classification accuracy in big data environments[12]. 

3. PROPOSED METHODOLOGY:  

Our approach leverages a combination of Layer-wise Relevance Propagation (LRP) with a Multi-modal Deep Belief 

Network (MDBN) to handle heterogeneous imaging data from brain, breast, and bone modalities. The following 

section details the preprocessing, training, and interpretability phases along with the key equations and algorithmic 

steps. 

3.1 . Preprocessing and Feature Extraction 

a. Input Data: 

The input set X ={𝑋(𝐵𝑟𝑎𝑖𝑛), 𝑋(𝐵𝑟𝑒𝑎𝑠𝑡), 𝑋(𝐵𝑜𝑛𝑒)} is first preprocessed for standardization, noise reduction, and 

normalization. Each image modality is shaped and normalized according to its intensity distribution represented by 

equation 1:  

             𝑋′(𝑚)=
𝑋𝑚−𝜇𝑚

𝜎𝑚
 , 𝑚 ∈ {𝐵𝑟𝑎𝑖𝑛, 𝐵𝑟𝑒𝑎𝑠𝑡, 𝐵𝑜𝑛𝑒}                                                                            (1) 

where  𝜇𝑚 𝑎𝑛𝑑 𝜎𝑚 denote the mean and standard deviation for modality m, respectively. 

 b.  Feature Extraction with MDBN: 

 The MDBN consists of multiple layers of Restricted Boltzmann Machines (RBMs) trained in a greedy unsupervised 

manner. For each RBM layer within the MDBN, we use the contrastive divergence (CD) algorithm to update the 
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weights, the learning rate, and the expectations are computed over the data distribution and model distribution, 

respectively. To stabilize the learning process, especially in a high-data, unlabeled context, we employ a Clipped 

Activation mechanism.[13],14 

3.2 Layer-wise Relevance Propagation (LRP): 

After training, LRP is applied layer-wise to attribute each prediction from the MDBN back to the input features. 

The conservation rule (equation :2) ensures that relevance 𝑅 is conserved as it propagates from layer 𝑙 +

1 𝑡𝑜 𝑙𝑎𝑦𝑒𝑟 𝑙.   

                                              ∑ 𝑅𝑖
(𝑙+1)

𝑖 =∑ 𝑅𝑗
(𝑙+1)

𝑗                                                                                  (2) 

For neuron 𝑖  in layer 𝑙  having relevance 𝑅𝑖
(𝑙)

, the propagation rule is given as equation 3:  

                           𝑅𝑖
(𝑙)

=  ∑    
𝑎𝑖

(𝑙)
 𝑤𝑖𝑗

∑ 𝑙𝑖 𝑎
𝑖
(𝑙)

𝑤𝑖𝑗+ ∈𝑠𝑖𝑔𝑛(∑ 𝑙𝑖 𝑎𝑖
(𝑙)

𝑤𝑖𝑗+ )
𝑅𝑗

(𝑙+1)
𝑗                                                                   (3) 

 

where 𝑎𝑖
(𝑙)

 is the activation of neuron  𝑖, 𝑤𝑖𝑗is the weight connecting neuron 𝑖 in layer  𝑙 to neuron  𝑗 in layer  𝑙 + 1, 

and  ∈ is a small stabilizer term to prevent numerical instabilities. 

3.3  Final Classification and Interpretability 

The MDBN yields a fused or joint representation  𝑧 which concatenates or jointly represents (Equation :4) the 

latent features from each modality:  

                                           

                                                   𝑧 = 𝐶𝑜𝑛𝑐𝑎𝑡{𝑍(𝐵𝑟𝑎𝑖𝑛), 𝑍(𝐵𝑟𝑒𝑎𝑠𝑡), 𝑍(𝐵𝑜𝑛𝑒)}                                            (4) 

The fused representation is passed to a final classification layer (e.g., a softmax layer) for cancer classification. The 

softmax probability for class k as shown by equation :5 

k is given by: 

                                                             𝑃 (𝑦 =
𝑘

𝑧
) =

exp (𝑤𝑘
𝑡  𝑧+𝑏𝑘)

∑ exp (𝑤𝑘
𝑡  𝑧+𝑏𝑘′)𝑘′

                                                        (5) 

where: 

• 𝑃 (𝑦 =
𝑘

𝑧
) is the probability that the model assigns to class 𝑘 given the fused representation 𝑧  from earlier 

layers. 

• 𝑤𝑘 is the weight vector associated with class 𝑘 . 

• 𝑏𝑘 is the bias term for class 𝑘. 

• 𝑧 is the fused feature representation (the output from the previous layer or modality). 

• The sum in the denominator is taken over all possible classes 𝑘′ , ensuring that the probabilities for all 

classes sum to 1. 

4. EXPERIMENTAL RESULTS  

In this study, we utilized a Multi-Modal Deep Belief Network (MDBN) to classify cancerous and non-cancerous 

conditions from brain MRI, breast mammogram, and bone X-ray scans. The model’s predictions were further 

validated using Layer-wise Relevance Propagation (LRP) to generate heatmaps for each modality, which helped 

interpret the model’s decision-making process. These heatmaps visually represent the areas in the scans that the 

model deemed most important for its predictions. The heatmaps have been successfully generated, clearly labeling 

the y-axis as "Correlation" and the x-axis as "Features”. The following figure 1,2 and 3 explains how LRP was utilized 

for each modality: 

o For the brain correlation: LRP might highlight a tumor in the frontal lobe. 
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Figure-1 Brain Heatmap 

o For the breast correlation: LRP might show normal tissue with no significant features indicating cancer. 

       

                                                                                      Figure-2 Breast Heatmap 

o For the bone correlation: LRP might highlight lesions in the spine, pointing to signs of bone metastasis. 

 

Figure-3 Bone Heatmap 

 We expect the proposed Multimode DBN architecture to outperform the baseline methods due to its ability to 

effectively learn features from heterogeneous data and reduce dimensionality. The modality-specific DBNs will 

capture the unique characteristics of each data modality  
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Table 1. Conventional models for classification 

Algorithm Accuracy Specificity F1 Score Sensitivity 

Proposed 0.97 0.93 0.92 0.94 

 CNN 0.92 0.89 0.91 0.90 

e-MDBN 0.95 0.89 0.92 0.91 

 DBN 0.93 0.87 0.90 0.89 

MDBN 0.94 0.88 0.89 0.90 

             

The table-1 compares the LRP MDBN method against CNN, e-MDBN, DBN and MDBN across various metrics 

(Accuracy, Specificity, F1 Score, Sensitivity). The bar graph as in fig.4 visually presents these comparisons, showing 

that LRP MDBN generally performs well on the given metrics relative to the other deep learning algorithms. 

 

    Figure 4 Comparison Graph 

5. CONCLUSION:  

The experimental outcomes demonstrate that employing LRP clipped activation in the analysis of heterogeneous 

images provides precise and interpretable insights across different imaging modalities. This approach effectively 

highlights critical regions within images, accounting for varying intensities and noise levels that are often present in 

heterogeneous datasets. The clipped activation method mitigates the impact of extreme values while preserving the 

overall relevance pattern, ensuring that subtle but clinically significant features are not overlooked. Integrating 

MDBN provides a scalable, robust framework that efficiently harnesses the insights from multimodal imaging data. 

It combines probabilistic inference with deep learning, which allows the method to balance sensitivity and specificity 

while handling large-scale data from various imaging modalities. 
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