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Introduction: Waste management is one of the biggest environmental challenges facing 

Indonesia today. With a population of over 270 million people spread across 34 provinces, the 

country produces a significant amount of waste every day. Diversity in population density, 

economic activity, and urban development across provinces results in variations in waste 

production patterns and composition. Effective waste management is critical not only for 

environmental sustainability, but also for public health and economic development. However, 

the lack of waste management strategies tailored to the unique characteristics of each province 

often results in inefficient waste handling and disposal. 

Objectives: To classify Indonesian provinces into different clusters based on waste production, 

volume, and composition using machine learning algorithms. Analyze the characteristics of each 

cluster to understand the unique challenges and opportunities in waste management they face. 

Provide recommendations for waste management policies tailored to the specific needs of each 

cluster. 

Methods: The study began with data collection from official sources such as the Ministry of 

Environment and Forestry or the Central Statistics Agency. After the data was collected, data 

preprocessing was carried out to clean the data from missing values and outliers, and to 

normalize the data so that all variables have the same scale. Next, a clustering algorithm such as 

K-Means was chosen to group provinces based on their waste characteristics. The optimal 

number of clusters was determined using the Elbow Method 

Results: The clustering results divided the provinces into several groups. Cluster 1 contains 

provinces with relatively low to medium daily waste volumes. Cluster 2 includes provinces with 

medium waste volumes, while Cluster 3 consists of provinces with very high waste production. 

The majority of provinces are in clusters 1 and 2, indicating that only a few regions have major 

problems in waste management. 

Conclusions: This study shows that clustering with K-Means can help understand waste 

production patterns in various provinces in Indonesia. Provinces with similar waste 

characteristics are grouped into three main clusters, with the majority in the low to medium 

waste volume category. It was found that organic waste is more dominant than inorganic waste, 

especially in areas with high waste production. This shows that waste management strategies 

based on recycling, composting, and renewable energy can be effective solutions. The results of 

this clustering can be used as a basis for designing more appropriate waste management policies, 

both in increasing waste processing capacity and encouraging community participation in 

reducing waste. 
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INTRODUCTION 

Optimizing environmental-based waste management strategies is a major challenge in Indonesia, given its rapid 

population growth and urbanization. With more than 270 million people spread across 34 provinces, the country 
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produces a large volume of waste every day, which if not managed properly can lead to environmental pollution and 

ecosystem degradation [1], [2]. The lack of strategies based on regional characteristics and suboptimal management 

infrastructure often hamper the effectiveness of waste management systems [3], [4]. Therefore, a technology-based 

approach is needed to improve the efficiency of waste management systems and support sustainability policies [5], 

[6]. 

Efficient waste management requires a method that is able to group areas or management units based on the capacity 

and type of waste produced [7], [8]. The application of Machine Learning, especially K-Means Clustering, can be used 

to classify waste production and distribution patterns based on various variables, such as waste volume, type of waste, 

and management effectiveness [9], [10]. This approach allows for more accurate mapping of the potential, challenges, 

and effectiveness of waste management systems, thus supporting more precise data-based decision making [11]. 

The application of K-Means Clustering in optimizing waste management strategies allows for more structured 

segmentation based on production patterns and waste processing levels in various regions [12]. Previous studies have 

shown that this method can improve the optimization of resource allocation and accelerate the implementation of 

data-based policies in waste management systems [13]. With cluster-based analysis, each region can implement 

strategies that are more appropriate to its characteristics and increase efficiency in the waste recycling process [14]. 

This study aims to develop an environmentally-based waste management optimization strategy in Indonesia using 

Machine Learning, by implementing K-Means Clustering in the classification of waste management units, it is 

expected to increase the effectiveness of the waste management system, support data-based decision making, and 

create a more efficient and sustainable waste management system. With Machine Learning and K-Means Clustering 

degradation, it can be an innovative solution in building a more adaptive, environmentally-based, and sustainability-

oriented waste management system. 

OBJECTIVES 

Optimizing environmental-based waste management strategies is an important challenge in dealing with the impacts 

of urbanization and industrialization. Therefore, a more adaptive technology-based and policy-based approach is 

needed [15]. The risk of failure in achieving environmental targets, especially in protecting natural resources, is 

increasing, so a data-based risk assessment approach is a solution that needs to be implemented [16]. Studies on the 

spatial and temporal dynamics of the environment show that economic and demographic factors play a role in the 

effectiveness of waste management systems [17]. Therefore, the integration of technology-based policies, increasing 

public awareness, and sustainable funding are key strategies in maintaining environmental sustainability [18]. 

Inefficient waste management contributes to increased carbon emissions and negative impacts on ecosystems if not 

handled optimally. Circular economy approaches, such as recycling and waste reduction, are key solutions to reduce 

the volume of waste ending up in landfills [19]. In addition, food and electronic waste management play a key role in 

sustainability strategies, particularly in reducing the environmental impact of organic and hazardous waste [20]. 

Data-driven technologies are increasingly emerging in waste monitoring, where the application of machine learning 

can increase efficiency in analyzing waste disposal patterns [21]. With the integration of policies that support 

technological innovation, waste management systems can be improved to be more effective and environmentally 

friendly. 

The role of Machine Learning in waste management is growing to improve the accuracy of waste production 

predictions and recycling strategies. Classification and clustering algorithms have been applied in identifying waste 

production patterns and anomaly detection in waste management systems [11]. Integration of big data with Machine 

Learning enables more accurate trend analysis, supporting data-driven decision making in waste management [14]. 

In addition, the combination of machine learning and sensor technology has improved automated monitoring 

systems, accelerated waste pattern detection, and improved waste management efficiency [8]. Therefore, Machine 

Learning has great potential in optimizing more sustainable and technology-based waste management strategies. In 

the context of waste management optimization, K-Means Clustering is an effective method in grouping regions or 

entities based on waste production and management characteristics. This method has been applied in various studies 

to optimize region segmentation based on waste production patterns and waste management efficiency [22]. 

However, K-Means in determining the optimal number of clusters is a challenge in its implementation, so various 

approaches such as Gap Statistics and distance-based methods have been developed to improve clustering accuracy 

[23]. Its use in industrial and urban sectors shows its effectiveness in clustering data based on waste production 
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patterns [9]. In addition, Fuzzy K-Means is able to handle data with unclear boundaries, thus providing flexibility in 

clustering analysis [12]. 

METHODS 

Method Design 

This study aims to cluster provinces based on their waste production characteristics using the K-Means Clustering 

method. The research stages consist of data collection, data preprocessing, clustering algorithm selection, and 

visualization and analysis of clustering results.Pengumpulan Data 

The data in this study were obtained from official sources, such as the Ministry of Environment and Forestry (KLHK) 

and the Central Statistics Agency (BPS). The dataset used includes several key variables related to waste production 

in each province, including: 

a. Daily Waste Production (tons) 

b. Daily Waste Volume (tons) 

c. Organic Waste (tons) 

d. Inorganic Waste (tons) 

 

1. Preprocessing Data 

Before clustering, the dataset is processed to ensure that the data is clean and ready to use. Preprocessing steps 

include: 

a. Missing Value Handling: The dataset is checked for missing values (NaN) and imputed if necessary. 

b. Outlier Identification: Outliers are detected using statistical methods such as Z-score or Interquartile Range 

(IQR). 

c. Data Normalization: In order for each variable to have a uniform scale, normalization is carried out using the Min-

Max Scaling or Z-score Normalization method. 

2. Determining the Number of Clusters with the Elbow Method 

Before implementing K-Means Clustering, the optimal number of clusters is determined using the Elbow Method. 

This method works by calculating the Within-Cluster Sum of Squares (WCSS) for various values of k, then plotting 

the results to find the elbow point that indicates the best number of clusters. 

3. Implementation of K-Means Clustering 

After determining the optimal number of clusters, clustering is carried out using the K-Means algorithm. 

𝑑(𝑥𝑖 , 𝜇𝑖) =  √∑(𝑥𝑖 −  𝜇𝑖)
2 (1)  

4. Visualization of Clustering Results 

5. Interpretation of Clustering Results 

Dataset 

The dataset contains information on waste production and composition in 34 provinces in Indonesia in 2023, 

including variables of daily waste production, volume of waste managed, organic waste, and inorganic waste, all 

expressed in tons. DKI Jakarta is the province with the highest waste production (2,642 tons/day), while North 

Kalimantan has the lowest waste production (7.52 tons/day). In general, organic waste is more dominant than 

inorganic waste, although there are several provinces such as South Kalimantan and Gorontalo that have a lower 

proportion of organic waste. In addition, there is a gap between the amount of waste produced and that which is 

successfully managed, indicating challenges in waste management capacity in several regions. 

Table 1. Dataset Column Names 

No Column Name 

1 No 

2 Province 

3 Daily Waste Production 2024(tons) 
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4 Daily Waste Volume 2024 (tons) 

5 Organic Waste 2024 (tons) 

6 Inorganic Waste 2024 (tons) 

 

RESULTS 

Clustering analysis was performed using Google Colab with the scikit-learn library, where the dataset was 

preprocessed to handle missing values and normalized so that each variable has a uniform scale. The Elbow method 

is used to determine the optimal number of clusters, in figure (1) is the result of the elbow that has been created. 

 

Figure 1. Elbow Chart 

Figure (1) shows the Elbow Method Graph where the Within-Cluster Sum of Squares (WCSS) value decreases sharply 

at cluster numbers 1 to 3, then levels off after that. The elbow point seen around 3 or 4 clusters indicates the optimal 

number of clusters, because after this point, the decrease in WCSS is not significant. This shows that dividing the 

data into more than 3 or 4 clusters does not provide significant improvement in segmentation, so that the number of 

clusters is considered the most appropriate for this analysis. From this conclusion, the author decided to use 3 

clusters. 

By using 3 clusters based on the results of the Elbow Method, waste data in Indonesia was successfully grouped into 

three categories based on their production characteristics. Cluster 1 consists of provinces with low daily waste 

production, indicating areas with fewer residents or more efficient waste management systems. Cluster 2 includes 

provinces with medium waste production, reflecting the balance between urbanization and waste management 

capacity. Meanwhile, Cluster 3 contains provinces with very high waste production, which are generally metropolitan 

areas with high levels of consumption and economic activity. In figure (2) are the results of 3 clusters. 

 

Figure 2. Cluster 

In Figure (2) the clustering results with 3 clusters show that Cluster 1 (pink) consists of provinces with low waste 

production, Cluster 2 (orange) includes provinces with medium waste production, and Cluster 3 (blue) contains 

provinces with high waste production, generally metropolitan areas. The 3D scatter plot shows that the higher the 

daily waste production, the greater the amount of organic and inorganic waste produced. With this clustering, waste 
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management strategies can be adjusted based on the characteristics of each group to increase the effectiveness of the 

waste management system. 

 

Figure 3. Characteristics of the 3 clusters 

Figure (3) shows a histogram of daily waste production in 2023 showing the distribution of three main clusters. 

Cluster 1 (pink) includes provinces with low waste production, the majority of which are below 500 tons per day. 

Cluster 2 (orange) consists of provinces with medium waste production, ranging from 1,500 to 2,500 tons per day. 

Cluster 3 (blue) includes provinces with medium to high waste production, ranging from 500 to 1,500 tons per day. 

This pattern shows that most provinces have relatively low waste production, while only a few provinces produce very 

large amounts of waste. 

  

 
 

 

Figure 4. Join plot 
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Figure (4) shows the scatter plot and density plot visualization showing the relationship between organic waste, 

inorganic waste, and daily waste production in three clusters. Cluster 1 (light color) has a relatively small amount of 

organic and inorganic waste, indicating a province with low waste production. Cluster 2 (medium color) has higher 

waste production with a more even distribution. Cluster 3 (dark color) shows a province with very high waste 

production, with a significant amount of organic and inorganic waste. This graph makes it clear that the higher the 

daily waste production, the greater the amount of organic and inorganic waste produced. 

DISCUSSION 

This study shows that clustering with K-Means can help understand waste production patterns in various provinces 

in Indonesia. The clustering results divide the provinces into three main clusters, with the majority in the low to 

medium waste volume category, while only a few provinces have very high waste production. In addition, organic 

waste is more dominant than inorganic waste, especially in areas with high waste production. This shows that 

recycling, composting, and renewable energy-based management strategies can be effective solutions in reducing 

environmental impacts and supporting the concept of a circular economy. 

The results of this clustering can be the basis for designing more appropriate waste management policies, especially 

in increasing waste processing capacity and encouraging community participation in reducing waste. By 

understanding the characteristics of each cluster, the government can develop a more adaptive data-based strategy 

according to the needs of its region. In addition, cluster-based mapping can also be used to support community-based 

recycling education and campaign programs. With the integration of data-based policies, technological innovation, 

and active community participation, a more efficient and sustainable waste management system can be achieved in 

Indonesia. 
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