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The development of healthcare management systems (HMS) is led by artificial intelligence and 

machine learning technology. Heart Disease Prediction (HDP) is a critical aspect of predictive 

patient care, with the need for precise and reliable prediction models. This article reports an 

AI/MLOps methodology to HDP, overcoming the defects of conventional methods with data 

quality, feature engineering, and CI/CD pipeline design considerations. We resolve the problem 

of inconsistency of data in open-source datasets (e.g., UCI) by a two-phase feature selection. This 

consists of the hybridization of filter-based (Chi-square, FCBF, Gini Index, ReliefF) and wrapper-

based (BFE, EFS, FFS, RFE) approaches for optimal feature set identification. We automate 

model training, validation, and deployment with reproducibility and scalability as per MLOps 

best practices. In addition, we stress software quality assurance in the way of systematic testing, 

such as data validation, performance model testing, and security testing. We test the planned 

system against the UCI heart disease dataset to demonstrate enhanced prediction accuracy and 

stability of the model with rigorous experimental validation and deployment scenarios. 

Keywords: Heart Disease Prediction, Feature Selection, Cloud Computing, Software Testing, 

Machine Learning and Cardiac Risk Assessment. 

 

INTRODUCTION 

Cardiovascular disease (CVD) persists and grows to endanger public health, even though they are the major cause of 

death globally. CVD claims about 18 million lives annually, and their incidence necessitates that increased 

intervention occur at an early stage in diagnosis, actual prediction, and early intervention. Diagnosis of heart disease 

has so far depended on experience, physical examination, and conventionally invasive methods like catheterization 

in the past. Although useful, they are costly, not safe, and do not always offer earliest possible diagnosis. 

In the last few decades, though, technology has provided new avenues for the prediction and control of heart disease. 

The Internet of Medical Things (IoMT) is a game-changing technology that leverages wearable devices and sensors 

to capture a stream of continuous physiological information. Once the province of clinics and hospitals – 

smartwatches and heart monitors – now allow patients to track vital signs – from blood pressure to 

electrocardiograms (ECGs) – generating a wealth of data previously unavailable. This increase in available data with 

the scalability and processing of cloud computing has enabled more advanced models of heart disease prediction to 

be constructed. 

Artificial intelligence (AI) is leading this revolution, with the capacity to examine intricate patterns and subtle clues 

in healthcare information to a degree far beyond human abilities. Machine learning (ML) methods, and specifically 

deep learning (DL), are now at the forefront of this effort. Deep learning computer algorithms, such as Convolutional 
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Neural Networks (CNNs), Artificial Neural Networks (ANNs), and Recurrent Neural Networks (RNNs), are 

discovered to have been highly effective in the classification and prediction of cardiovascular diseases, with frequent 

accuracy rates that match or exceed those of conventional testing procedures. In addition, transfer learning, thanks 

to the knowledge contained in pre-trained models like ResNet, DenseNet, AlexNet, MobileNet, EfficientNet, and 

GoogleNet, has also raised CVD prediction accuracy models to widely surpass other methods. 

Concurrently, the software industry also has its own product reliability and safety concerns. Software defect 

prediction (SDP) is an important activity in the software development life cycle (SDLC), whose objective is to detect 

potentially defective modules early on, thus enhancing software quality and minimizing testing cost. Development of 

reliable software requires close cooperation between development and test teams. Notwithstanding ongoing 

developments, software bugs are a nagging issue that can cause colossal financial losses and business disruption. 

Hence, detection and correction of software errors during the early stages of the SDLC is of the utmost importance. 

SDP research has come a long way, employing various methods to make it more effective. Supervised learning 

algorithms such as Support Vector Machines (SVM), decision trees, Random Forest, Naïve Bayes, and other Neural 

Networks such as Multilayer Perceptron (MLP) and CNN have been employed widely for binary classification in SDP. 

Ensemble techniques, in which classifiers are used rigidly in combination, are popular now because they can be 

applied to improve the accuracy and predictability of the prediction. Chi-square statistical model, ReliefF, and 

Recursive Feature Elimination (RFE) algorithms are employed to select the most important features that are going 

to be used in defect prediction in a bid to have improved model performance and understanding. Optimization 

methods such as Improved JAYA Optimization and Modified Salp Swarm Optimization (MSSO) are used for 

optimizing model parameters and enhancing the performance of the predictions as well. 

Although there have been efforts to cure it, SDP remains a problem. Lack of access to good, well-annotated data sets 

and adequate data validation procedures is likely the largest challenge. The relative lack of extensive literature 

reviews in SDP only makes more evident the call for research and development in SDP. The current research bridges 

these gaps through the creation of new methods and frameworks. These involve developing SDP datasets with 

improved features, multi-label classification approaches research, and add-on enhanced data authentication 

techniques. Surfing on the tide of AI technologies to make software more trustworthy and make defect prediction 

even more accurate is another area of utmost importance. 

The combination of cloud computing, IoT, and AI promises the unprecedented ability to revamp healthcare and 

revolutionize heart disease prediction and management, among other critical conditions. Cloud computing offers the 

storage and processing capabilities for handling the massive amounts of healthcare data generated by IoMT devices 

to build and deploy advanced AI-based diagnostic and predictive solutions. These systems can monitor real-time 

output from wearable sensors to identify the earliest signs of heart disease, forecast individual cardiac event risk, and 

enable personalized interventions. Cloud computing also enables easy sharing of data and collaboration between 

healthcare professionals and enables a more integrated but streamlined care approach for heart disease. 

Software testing is also of utmost importance in the reliability, safety, and security of such sophisticated healthcare 

systems, especially with cloud computing and AI. Careful testing and verification are essential in the identification 

and prevention of software bugs with profound effects on patient health and well-being. It recruits the extensive list 

of practice tests such as unit tests, integration tests, performance tests, and testing data in an attempt to certify that 

software acts as anticipated, provides best performance expectations, and handles confidential data with care and 

accuracy. In predicting heart disease, software testing plays the critical role of ensuring that the deployed AI models 

are accurate and not defective, that patient data are secure and anonymous, and all parts of the connected health 

system work in perfect harmony with each other. 

Both the healthcare and software sectors are being revolutionized on a grand scale with the increasing overlap of 

artificial intelligence (AI) and machine learning (ML). Both are being utilized in the healthcare sector for the aim of 

enhancing disease diagnosis, management, and prognosis, especially in the case of chronic diseases like heart disease. 

Machine learning methods are used to compute sophisticated medical data, detect risk factors, and forecast the 

patient's outcome in an attempt to treat before the outcome occurs and tailored treatment regimes. In computer 

programming, however, ML is used to enhance software quality and accuracy through auto-test and defect prediction. 

Through the analysis of software code and past data, ML algorithms can detect probable defects, minimize test suites, 

and run tests, resulting in faster and more effective software development cycles. The subsequent literature review 
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will discuss recent research developments in both healthcare, i.e., heart disease prediction, and software 

development, i.e., software testing and defect prediction, and identify the many applications of ML and AI in these 

life-critical areas. 

LITERATURE SURVEY 

Application of machine learning (ML) in the different fields, especially software engineering and medicine, has been 

the focus of studies in recent times. In software defect prediction (SDP), Ali et al. (2024) proposed a smart ensemble-

based approach with the use of Random Forest, SVM, Naïve Bayes, and Multilayer Perceptron. Pradhan et al. (2024) 

introduced SDP smart with feature-engineered Enhanced JAYA Optimization and Extreme Learning Machine (ELM) 

classification. Mustaqeem et al. (2025) presented a comprehensive overview of SDP, keeping in view models, 

datasets, and validation methods. Abu Bakar (2025) conducted review of machine learning application, i.e., on the 

application of test case generation and defect prediction in automated software testing.  

Fontes and Gay (2023) discussed how machine learning was applied in automated test generation through systematic 

mapping study. In medical science, particularly in the prediction of heart disease, numerous machine learning and 

deep learning methods have been introduced. Khan and Algarni (2020) introduced an IoMT system using Modified 

Salp Swarm Optimization (MSSO) and ANFIS. Khan (2020) suggested a system based on a Modified Deep 

Convolutional Neural Network (MDCNN). Ali et al. (2019) suggested a system based on a chi-square statistical model 

and deep neural network. Javeed et al. (2019) used random search algorithm and optimized random forest model. 

Yanes et al. (2024) investigated using machine learning in predicting and detecting chronic diseases. 

Current studies also indicate better prediction accuracy using ensemble methods and optimization. Omkari and Shaik 

(2024) proposed the TLV (Two-Layer Voting) model to predict coronary artery disease. Ahmed et al. (2025) applied 

Gradient Boosting Machine (GBM) and Adaptive Inertia Weight Particle Swarm Optimization (AIW-PSO) to predict 

heart failure. Mondal et al. (2024) introduced a two-stage stacked machine learning technique for heart disease risk 

prediction. Khan et al. (2024) proposed ensemble and blending-based cardiovascular disease detection networks.  

El-Sofany (2024) tried using various feature selection techniques to develop an efficient ML strategy for heart disease 

prediction. Deep learning and transfer learning are also becoming dominant players in the healthcare industry. 

Bebortta et al. (2023) proposed DeepMist, a deep learning-based mist computing paradigm for healthcare big data. 

Sunilkumar and Kumaresan (2024) conducted a survey of deep learning and transfer learning in cardiology, 

emphasizing the effectiveness of transfer learning models. Cenitta et al. (2025) introduced a hybrid residual 

attention-augmented LSTM for ischemic heart disease prediction. 

Other comparable work that currently exists is El-Sofany (2024) on machine learning feature selection for heart 

disease prediction, and Yanes et al. (2024) on machine learning for chronic disease detection. Hybrid combined 

feature selection and classification was addressed by Keerthika and Nithyanandam (2025) for heart disease 

prediction in cloud-IoT systems. Cloud security best practice analysis for protecting digital assets has been addressed 

by Aggrey et al. (2025). These researches cumulatively outline the various applications of machine learning and deep 

learning in different fields with a focus on improving the precision of prediction, efficiency, and security in software 

development and medicine. 

Year Authors Proposed Work Proposed Algorithm 

2019 Ali et al. 
Automated diagnostic system for heart 

disease prediction 

Chi-square statistical model, Deep 

Neural Network 

2019 Javeed et al. 
Intelligent learning system for heart disease 

detection 

Random Search Algorithm, Optimized 

Random Forest Model 

2020 Khan and Algarni IoMT framework for heart disease diagnosis 

Modified Salp Swarm Optimization 

(MSSO), Adaptive Neuro-Fuzzy 

Inference System (ANFIS) 

2020 Khan IoT framework for heart disease prediction 
Modified Deep Convolutional Neural 

Network (MDCNN) 
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2023 Bebortta et al. 
Deep learning-assisted mist computing 

framework for healthcare big data 
Deep Learning techniques 

2023 Fontes and Gay 
The integration of machine learning into 

automated test generation 
Machine Learning 

2024 Ali et al. 
Intelligent ensemble-based software defect 

prediction model 

Random Forest, Support Vector 

Machine, Naïve Bayes, Multilayer 

Perceptron 

2024 Pradhan et al. Refined software defect prediction model 
Enhanced JAYA Optimization, 

Extreme Learning Machine (ELM) 

2024 
Sunilkumar and 

Kumaresan 

Survey on deep learning and transfer 

learning in cardiology 

Review of cardiovascular disease 

prediction models, Transfer Learning 

models 

2024 Mondal et al. 
Efficient computational risk prediction 

model of heart diseases 

Dual-Stage Stacked Machine 

Learning, Hyperparameter tuning 

2024 El-Sofany 
Accurate ML technique for heart disease 

prediction 
Feature selection methods 

2024 Omkari and Shaik 
TLV (Two-Layer Voting) model for coronary 

artery disease prediction 

Ensemble method of hard and soft 

voting 

2024 Yanes et al. 
Using Machine Learning for Detection and 

Prediction of Chronic Diseases 
Machine Learning 

2024 Khan et al. 

Heart Disease Prediction Using Novel 

Ensemble and Blending Based 

Cardiovascular Disease Detection Networks 

Ensemble and Blending Based 

Cardiovascular Disease Detection 

Networks 

2025 Mustaqeem et al. 
Comprehensive survey on software defect 

prediction 

Analysis of various models, datasets, 

and techniques 

2025 Ahmed et al. 
Optimized machine learning approach to 

predict heart failure 

Gradient Boosting Machine (GBM), 

Adaptive Inertia Weight Particle 

Swarm Optimization (AIW-PSO) 

2025 Cenitta et al. Ischemic Heart Disease Prognosis 
Hybrid Residual Attention-Enhanced 

LSTM Model 

2025 
Keerthika and 

Nithyanandam 

Combined Hybrid Feature Selection and 

Classification for Heart Disease Prediction 

in the Cloud-Based IoT Health Care System 

Using Machine Learning 

Combined Hybrid Feature Selection 

and Classification Machine Learning 

Techniques 

2025 Aggrey et al. 

Cloud Security Best Practices: Strategic 

Measures to Protect Digital Assets Within 

the Cloud 

Cloud Security Best Practices 

2025 Abu Bakar 
Machine Learning Implementation in 

Automated Software Testing 
Machine Learning 

 

 

 



672  
 

J INFORM SYSTEMS ENG, 10(24s) 

HEART DISEASE PREDICTION MODELS 

 

Fig 1: Heart disease prediction system framework. 

This work suggests a cloud-based AI/MLOps pipeline for improved heart disease prediction, which goes beyond the 

drawbacks of conventional approaches by better data management, strong feature engineering, and solid software 

quality assurance depicted in fig 1. The system utilizes the UCI Machine Learning Repository (Cleveland Dataset) as 

the primary dataset. The pipeline starts with data gathering of UCI Machine Learning Repository (Cleveland Dataset). 

General data preprocessing techniques, including handling missing values, will be applied in an attempt to provide 

data quality and preparation for analysis. Feature selection techniques will be applied in choosing the best predictors 

of heart disease. This will be a combination of filter-based (Chi-square, FCBF, Gini Index, ReliefF) and wrapper-

based (BFE, EFS, FFS, RFE) methods to provide an effective and exhaustive selection process. The feature-selected 

information will be deployed within a cloud infrastructure. 

Machine learning models will be deployed in the cloud with a mix of algorithms such as Decision Trees (DT), Random 

Forest (RF), Support Vector Machines (SVM), K-Nearest Neighbors (KNN), and Naïve Bayes (NB). Scalability, ease 

of usage, and efficient use of resources are provided by this cloud deployment. To make the deploying system stable 

and reliable, a complete phase of software testing will be carried out. Software testing is included in the process, unit 

testing for the sake of determining the functionality of separate components and integration testing in order to 

determine that different modules interact with each other in a harmonious way. System response, stability, and 

scalability are to be tested under different loads of performance testing. Data validation is also conducted to ascertain 

that data processed by the system is correct, complete, and consistent. 

System performance will be established with a great degree of experimental conditions. Precision, accuracy, recall, 

and F1-score will be used as the measures of system performance that are required to establish the effectiveness of 

this heart disease prediction model. Performance metrics and results will be the output of the proposed system, which 

is the sign of success in heart disease prediction by the cloud-based AI/MLOps pipeline. A thorough comparison of 

the system with current practices will be made, and a thorough analysis will be performed. The core of this study is 

building a cloud-based AI/MLOps pipeline aiming to improve heart disease prediction accuracy and reliability. 

Acknowledging the limitations of conventional methods, this method combines sophisticated data handling, strong 

feature engineering, and rigorous software quality assurance techniques. The basis of this system is founded on the 

implementation of the UCI Machine Learning Repository, that is, the Cleveland Dataset, a widely recognized and 

used dataset in medical data analysis. 

The first phase of the pipeline includes careful collection of data from this repository. Thereafter, a series of 

generalized data preprocessing activities are performed. These activities are very important in ensuring the data 

quality and integrity and thus prepare it for downstream analysis phases. Among the most important details of this 

step in preprocessing is how missing values are handled, the ubiquitous property of data sets for real-world data with 

strong likelihood to otherwise detract negatively from the performance of machine learning models. With a resolution 
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to the problem that's done properly, the pipeline produces data upon which models are learned that's as clean and 

true as it's possible to get. Feature selection is one of the milestones that are at the forefront of the pipeline and need 

to be performed in order to determine the most appropriate heart disease predictors and make the predictive models 

efficient and accurate. Both filter-based and wrapper-based feature selection algorithms are used with a two-pronged 

approach. Filter-based approaches, including Chi-square, FCBF, Gini Index, and ReliefF, verify the inherent 

attributes of the features and choose those that have the highest correlation with the target variable. As auxiliary tools 

for these methods, wrapper-based approaches, including BFE, EFS, FFS, and RFE, analyze the performance of 

machine learning models based on various sets of features for determining the best combination. 

After feature selection, preprocessed data are stored in the cloud. Cloud storage is distinguished by various 

advantages of on-premise storage such as greater availability and scalability. Machine learning algorithms are 

constructed on the cloud platform with various kinds of algorithms such as DT, RF, SVM, KNN, and NB. The cloud 

platform enables the entire machine learning life cycle, including model training and validation, deployment, and 

monitoring. For the assurance of the fault tolerance and reliability of the system deployed, there is a thorough 

software testing process embedded in the pipeline. The strict testing plan is needed for defect detection and fixing to 

ensure that the system performs as intended in real-world environments. Unit testing checks the functionality of 

separate units, and integration testing checks interaction between various modules. Performance testing establishes 

the responsiveness, stability, and scalability of the system under different conditions. Validation of data is carried out 

for accuracy, completeness, and consistency. 

The performance of the system is comprehensively tested in experimental settings with performance metrics like 

accuracy, precision, recall, and F1-score. The output provides results and performance metrics, establishing the 

efficacy of the system. Comparative analysis of current methods with the proposed method reveals the improvement 

obtained using the proposed approach. In this paper, a new benchmark is set for heart disease prediction by 

employing a cloud-based AI/MLOps pipeline. Through its focus on data quality, use of strong feature engineering 

methods, and strict software quality assurance procedures, this system attempts to break through the weaknesses of 

conventional approaches and offer a more superior, more precise, better, and larger-scale solution for proactive 

patient management. Its focus on cloud deployment not only augments the capabilities of the system but also shows 

its potential in real-world scenarios and incorporation within current healthcare setups. 

Through extensive experimental testing and deployment of standard performance tests, this study hopes to present 

genuine proof that the system performs better than existing approaches and paves the way for usage in clinical 

application. Lastly, this study hopes to leave behind a permanent legacy in heart disease prediction as a research 

subject, offering a secure and dependable resource that can guide medical professionals through well-informed 

decisions, and improve patients' performances. The suggested cloud-based AI/MLOps pipeline is an approach of 

system thinking towards resolving the complexities of heart disease prediction, fusing cutting-edge technologies and 

best practices into a deployable, efficient, and scalable system. The research relies on the fact that heart disease 

continues to be a top cause of death globally, and hence, improving the effectiveness and efficiency of predictive tools 

is critical. Through the use of cloud computing, artificial intelligence, and machine learning operations, this study is 

likely to yield a solution that would be easily integrated into healthcare systems so that early detection, active 

intervention, and eventually the burden of heart disease is reduced. 

Data quality and feature engineering are top priorities of any successful machine learning system. Having 

standardized data as in the case of the Cleveland Dataset, there is still the possibility of finding missing values or 

inconsistency problems. Such complexities are addressed in the given pipeline with additional data preprocessing 

measures. Merging filter-based and wrapper-based methods of feature selection is a major step towards enabling full 

discovery of the data and best performance of the predictive models. Using models through cloud computing is a 

huge boost in scalability, availability, and resource utilization. In the conventional environment, machine learning 

models are constrained by the computational resource on local machines or servers. Cloud computing provides nearly 

unlimited resources, where anyone can utilize them to deploy and train very intricate models with heavy datasets. In 

this case, scalability is really crucial for health care, with data sizes always increasing and speed-critical analysis being 

the need. 

Including testing of the software in the pipeline ensures the system to be correct and reliable for medical use. The 

pipeline in the presented solution has an adequate sequence of testing comprising unit testing, integration testing, 

performance testing, and data validation. Experimental design and pre-defined performance metrics applied for 
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cross-validation of performance ensure the study's reliability. With the system's performance tested against 

quantifiable parameters such as accuracy, precision, recall, and F1-score, the paper presents a black-and-white and 

objective measurement of its efficacy. In general, this paper proposes an AI/MLOps pipeline with cloud-based 

functionality that is significantly enhanced in heart disease prediction. With focus on quality data, strong feature 

engineering practices, and strict compliance with software quality assurance processes, this research will provide a 

correct, scalable, reliable, and deployable solution. The synergy of machine learning computations, artificial 

intelligence, and cloud computing forms a sound basis on which to develop and deploy predictive models. This study 

illustrates the potential of this paradigm to predict heart disease and towards developing more precise and scalable 

preventive patient care solutions ultimately leading to better patient outcomes and alleviating the burden of heart 

disease. 

EXPERIMENTAL SETUP AND RESULTS 

Experimental findings of the present work confirm the feasibility of the cloud-based AI/MLOps pipeline proposed in 

forecasting heart disease. The research utilized three experimental configurations to compare comparison models 

from classification based on the UCI Cleveland dataset. In the first setup, the performances of five classifiers, i.e., 

Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and Naïve 

Bayes (NB), were compared without feature selection. SVM performed best at 88%, outperforming all other models. 

The classifiers were evaluated with feature selection methods like Chi-square, Fast Correlation-Based Filter (FCBF), 

Gini Index, and ReliefF in the second configuration. The outcome was that ReliefF+SVM achieved a better accuracy 

of 95.2%, which shows the impact of effective feature selection on classification accuracy. In the same manner, 

wrapper-based techniques like Recursive Feature Elimination (RFE) and Backward Feature Elimination (BFE) also 

enhanced the accuracy with RFE+SVM model achieving a highest accuracy of 96.55%. 

 

Fig 5: Accuracy of Filter Feature Selection Techniques with Multi Classification Techniques 

The last experimental configuration compared the new system with the current models like HRLFM, RBFL+OFBAT, 

and RF+RS and proved its efficiency. The new models (ReliefF+SVM and RFE+SVM) performed better than the 

current methods, proving the superiority of applying an integrated feature selection and classification method. The 

key performance measures—namely precision, error rate, accuracy, recall, and F-score—were employed to determine 

the performance of each model. The outcomes exhibited that the implementation of cloud-based in combination with 

optimal feature subset selection improved the performance of classification considerably compared with 

conventional approaches. Experimental results further verified that optimal feature subset selection could reduce 

computational overhead efficiently without sacrificing high prediction accuracy. 

In total, the findings indicate the capability of cloud-integrated AI/MLOps pipeline to advance heart disease 

prediction models. The application of strict feature selection methods, machine learning classifiers, and cloud 

processing offers the scalability, effectiveness, and precision in medicine diagnosis. The experimental outcomes 

indicate that the combination of strong data preprocessing with feature selection improves the reliability of the model 

profoundly. Moreover, the software testing guidelines made the system correct and produced ruggedness for 

deployment during operations. 
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Future research will investigate hybrid ensemble methods to continue to optimize classification accuracy, in an effort 

to enhance interpretability and minimize error rates to inform better clinical decision-making. ‘n’ is the number of 

healthy patients and 1 to 4 is the disease severity level impacted by a patient. Out of 303 patients, 164 are ordinary 

patients and the rest 139 patients have some degree of heart disease such as 1, 2, 3 and 4. Out of them 55 patients are 

of level 1, 36 are of level 2, 35 are of level 3 and 13 students are of level 4. All 13 characteristics are of discrete and 

continuous type [19]. In this dataset some of the features have less no of missing values these missing values are 

imputed by mean of that feature. Then we have split the dataset into training and test dataset according to 50% data 

distribution. The training set contains 153 patients which are divided as 82 patients less than 0, 28 patients less than 

1, 18 patients less than 2, and 18 patients less than 3 and 7 patients below 4. The test set consists of 150 patients who 

are split as 82 patients below 0, 27 patients below 1, 18 patients below 2, and 17 patients below 3 and 6 patients below 

4. Table 5 depicts the performance of selected classification algorithms (DT, RF, SVM, KNN, and NB) according to 

average accuracy, error rate, precision, recall, F-score for micro and macro averaging. Among all the classifiers SVM 

classifier outperforms the other classifier in average accuracy as shown in Fig 4 

CONCLUSION 

The suggested novel cloud-based AI/MLOps pipeline for prediction of heart disease offers extremely high accuracy 

and computing efficiency benefits. It deploys sophisticated feature selection algorithms like filter-based and wrapper-

based, whose very powerful selection capabilities of most discriminative predictors, dimension reduction, and 

improved model performances enhance the efficacy in prediction tasks immensely. Experiment results show that the 

emphasized classifiers, SVM with ReliefF and Recursive Feature Elimination, outperform the standard methods in 

terms of accuracy. Further, cloud computing ensures flexibility in deployment, scalability, and accessibility, and 

hence the system is adaptable to real-world healthcare deployments. 

The study also emphasizes the importance of testing software to reach model robustness and reliability. Thorough 

validation procedures like unit testing, integration testing, and performance testing validate the system to provide 

reliable and consistent predictions. Furthermore, comparison with existing models repeatedly distinguishes the 

proposed approach from the conventional heart disease prediction methods, thus again reiterating the significance 

of AI-powered innovation in diagnostic medicine. Utilization of an automated MLOps platform ensures ongoing 

model improvement, reproducibility, and simple deployment, thus making it a valuable resource for medical 

professionals. 

Finally, the study is well-established in AI-driven prediction of heart disease on cloud computing, feature extraction, 

and stringent software verification. The future will involve improving model explainability, using ensemble learning 

methods, and having a bigger dataset for greater generalizability across different patient populations. The pipeline 

suggested here is an important milestone in the development of reliable, efficient, and scalable prediction models 

that eventually translate into early diagnosis and better patient outcomes in cardiovascular medicine. 
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