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The approach to AI regulation taken by public international law, which primarily places the onus 

of enforcing compliance on States, tends to ignore the profit-driven dynamics and influence of 

major technology powerhouses as well as, more profoundly, the glaring differences in 

enforcement capacities among countries, particularly with regard to the knowledge and 

resources required to set up sufficient regulatory oversight. Because AI technology challenges 

present laws and regulations, it drives international law in many domains, according to the 

report. The findings showed that legal frameworks must be reviewed to address AI issues like 

privacy, judicial usage, and monitoring. To ensure ethical and efficient use of this technology, 

ethics and trust must be stressed when dealing with AI. Government agencies, international 

organizations, and academia should collaborate to address future challenges and ensure AI 

technology is integrated into global legal frameworks. 
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1. Introduction 

             In this turbulent ocean with its successive waves of artificial intelligence technology and techniques, which is 

topped by a sky overcast with clouds from its applications and its waves are stirred by a raging wind from its multiple 

fields and at its bottom lies a volcano of its programs and patterns, and in the face of this tide of information and 

systems and applications of artificial intelligence technologies, the international community is striving to reconcile 

between benefiting from most of the advantages of these systems, their applications and fields and working to avoid 

or regulate their risks and threats and to ward off and eliminate their damages, which would make international law 

in an unprecedented confrontation with what the multiple and diverse artificial intelligence technology and 

techniques represent (Hadi Al Najdawi et al., 2024; Shwedeh, Dabash, et al., 2024). Despite the heralding of a bright 

future in which artificial intelligence technology is the active element on this planet, there are many fears, concerns, 

doubts and dark clouds that have not been dispelled by the assurances that all these developments, since they are 

made by man and the fruit of his core, are certainly under his control and dominance (Shwedeh, Aburayya, et al., 

2024).  

           International law no longer has its traditional rules, such as the sovereignty of states and their responsibility 

based on error or presumed error or unlawful act and not using their territory to harm others and what entails their 

responsibility in terms of compensation or redress for damage and attribution, compatible or in harmony with the 

various and rapidly developing legitimate artificial intelligence technology in all fields, which imposes on 

international law the necessity of responding to this technology as a reflection of the various variables taking place in 

the international arena for these technologies, such as their impact on the international economy, transnational 

communications infrastructure, national defense, and human rights protection (Shwedeh, Nour, et al., 2024; 

Shwedeh, Yas, et al., 2024). However, states alone cannot regulate this technology effectively because it exceeds their 

territorial sovereignty, and many of the resources of these technologies are not subject to the control of states. 
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Therefore, the continuous development of artificial intelligence technology has caused shocks and challenges to 

existing legal systems (Al-Najdawi, 2022a).  

         Given the flexibility of international law, which enabled it to keep pace with many developments, the most 

important of which was the multiplicity of its persons, after states were its most important persons, international 

organizations also became its persons. Rather, talking about the individual as one of the persons of international law 

became a matter of time in the course of the development of international law (Shwedeh, 2024a, 2024c; H. Yas, 

Aburayya, et al., 2024; H. Yas, Dafri, et al., 2024). Therefore, under the pressure of artificial intelligence technology 

and the systems and applications it imposes that exceed the limits of reason in their threats, harms and dangers, with 

the inability to ignore them, it was inevitable and inevitable to confront this technology with organization after the 

concept of managing, organizing, mitigating its risks and adapting to it became more realistic than the concept of 

eliminating, prohibiting or avoiding these risks (Ibrahim, E., Sharif, H., & Aboelazm, K. S., 2025).  

2. Theoretical Framework 

2.1 The nature or concept of artificial intelligence technology: 

             The definition of artificial intelligence is engaged in a constantly vital and renewed battle that is constantly 

updated through the progress and continuous development witnessed in this field. Despite the importance of the 

term "AI" currently popular as a very general concept that can cover a wide range of different technologies, the field 

of artificial intelligence, which has spanned more than 60 years, is a broad field that is more complex and richer than 

most fields of science and technology (Aburayya et al., 2020; Hadie Al Najdawi, 2022). Since the future represents in 

the imagination of humans a mixture of a sense of danger and sadness towards the unknown, and despite the great 

need for more knowledge about the values, beliefs and theories that have arisen around the history of human thought 

and human conditions, no field will remain immune to the rapid progress of artificial intelligence and artificial beings, 

which will continue to think about the unknown future towards robots (S. A. Salloum, Almarzouqi, Aburayya, 

Shwedeh, Fatin, Ghurabli, Dabbagh, et al., 2024; Shwedeh, Salloum, Aburayya, Fatin, et al., 2024b, 2024c).  

          The international community is currently in the midst of the Fourth Industrial Revolution, which was preceded 

by three phases that can be monitored as follows:  

First: which occurred in the eighteenth century and continued until the nineteenth century and witnessed the 

transformation from an agricultural society to an industrial society encouraged by steam and water. 

Second: in which the industrial revolution was characterized by newly discovered forms of energy such as electricity, 

oil and steel, which became the foundations from which the inventions of the telephone developed. 

Third: the third revolution is the Internet, which enables a person to access the world's knowledge without having 

to leave his office. 

            Defining artificial intelligence is not an easy task because the field itself is broad and many approaches have 

provided different definitions, including defining an intelligent system as a system that processes information in 

order to do something purposeful. Another common definition explains artificial intelligence as “a computational 

tool created through human intervention that thinks or acts like humans or how humans are expected to think or act” 

(Al-Najdawi, 2022b; Hadi Al Najdawi et al., 2024).   Artificial intelligence was developed as a separate field of 

research during the tremendous developments in the fifties of the last century by combining the field of research and 

technological study and studies in logic and cybernetics in fact, i.e. the study of communication in humans and 

machines (S. A. Salloum, Almarzouqi, Aburayya, Shwedeh, Fatin, Ghurabli, Elbadawi, et al., 2024; Shwedeh, 

Salloum, Aburayya, Fatin, et al., 2024a; Shwedeh, Salloum, Aburayya, Kaur, et al., 2024; N. Yas, Dafri, et al., 2024). 

Although there is no universally agreed upon or accepted definition of artificial intelligence, there are some 

definitions that have tried to formulate a definition of artificial intelligence as “the field of science and technological 

innovation that aims to create machines and artificial agents, and more complex systems, that simulate cognitive 

functions, such as re-evaluation, learning and problem solving, which humans may associate with their own means.”  

2.2 Applications of Artificial Intelligence Technology 

                In order to identify the extent of the risks and challenges facing international law, we had no choice but to 

identify the size and amount of companies and funds invested in artificial intelligence technology, techniques and 

systems. According to the latest reports of the United Nations Conference on Trade and Development (UNCTAD) in 
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2021, it was indicated that by 2030, artificial intelligence will contribute an additional amount estimated at $ 15.7 

trillion to the global economy, about 40% of which comes from productivity gains and $ 9.1 trillion from side effects 

of consumption (Alimour et al., 2024; Alkashami, Hussain, et al., 2023; N. Yas, Elyat, et al., 2024). Therefore, the 

"new big difference" will not be driven by manufacturing but by user-generated data, which could constitute the first 

scenario for artificial intelligence systems. As of June 2017, the total number of artificial intelligence companies 

worldwide amounted to about 2,542 companies, including 1,078 companies in the United States, representing 42 

percent of the total. China comes in second place with 592, representing 23 percent (Aboelazm, K. S., 2024).  

               Among the most obvious and powerful types of products that rely on artificial intelligence technology that 

have emerged in recent years are the presence of many machines capable of working independently. In light of these 

developments and the concern prevailing in business circles about the legal developments that this field will witness 

in the future; because the lack of rules and guidelines and the ambiguity that prevails over this technology and its 

organization work to prevent companies from carrying out the design of artificial intelligence systems that can be 

accepted in business, which may lead to reluctance to invest in the development of artificial intelligence systems 

(Shwedeh, Aburayya, et al., 2023; Shwedeh, Aldabbagh, et al., 2023). Therefore, the solutions accepted at the 

international level are the only ones that guarantee the acceptance of these systems and even work to develop them 

properly with responsibility for preserving economic and social interests (S. Salloum, Shwedeh, et al., 2023; 

Shwedeh, Malaka, et al., 2023; Shwedeh, 2024b).  

           As for the second scenario, in which the main source of big data used by artificial intelligence will not be 

humans, but the Internet of Things (IoT), which consists of machines that talk to each other and find new ways to 

produce goods, this new wave of active artificial intelligence will use the incoming data to produce better machines 

and final goods, and thus manufacturing will be the basis for competitive advantage between countries, and in light 

of the concerns that may be raised about artificial intelligence applications from partial solutions through national 

systems, which may lead to a lack of cooperation across borders between companies or the provision of services due 

to the need to comply with different legal standards and the increasing rate of commercial disputes, in addition to 

the increasing uncertainty about investment returns, and therefore the international community must work to 

analyze and address issues related to responsibility and the extent of due diligence within the framework of artificial 

intelligence systems, in addition to the legal status of artificial intelligence systems and the support of its procedures 

of legal importance and the establishment of clear rules and balanced obligations in order to protect the contracting 

parties as well as third parties who need to be certain about the party from which they can seek Compensation for 

harm (Abdallah et al., 2022; Alkashami, Mohammad, et al., 2023; Shwedeh, 2021; Shwedeh et al., 2020).  

           If this is what should be done within the framework of private international law, then public international law 

should be the first to address this task, considering that the subject of artificial intelligence systems is the primary 

field for addressing it in public international law, as it is the most general and comprehensive in addressing it, and 

this law is the most capable of this addressing and this organization (Dahu et al., 2022; Khadragy et al., 2022; 

Ravikumar et al., 2023), Although artificial intelligence technology has entered many fields and areas, if it has not 

taken over most of them, from education, financial, banking and economic services, markets, agriculture and a large 

part of the field of transportation, however, given the importance of artificial intelligence technology and the 

emergence and acquisition of its importance in the fields of health care, especially after what artificial intelligence 

technology has provided in combating the spread and spread of Covid-19 and autonomous weapons due to their 

destructive effects on humans, especially in times of armed conflicts, the importance of referring to these two areas 

is due to their relation to the right to life as follows: 

A- The right to health care is considered one of the most prominent goals of the United Nations to achieve sustainable 

development and follows the law Human rights in times of peace. 

B- Also the right to life, which is also affected in times of armed conflict and follows international humanitarian law, 

so these two areas will be briefly addressed as follows: 

2.2.1 In the field of health care: 

            Artificial intelligence technology has had major repercussions, especially through the beneficial impact of 

artificial intelligence technology on health care by working to improve patient care and work to improve the 

management of health systems in addition to understanding and managing the population and public health in 

addition to working to facilitate health research.  
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             In order to maintain good health and technological innovation, society requires a system that protects and 

repairs our biological bodies so that fertile ground is prepared for the creative and imaginative endeavors of current 

and future generations (Ravikumar et al., 2022; Salameh et al., 2022; Shwedeh, Adelaja, et al., 2023). Artificial 

intelligence in the field of health care can support humans in achieving this noble goal, through what artificial 

intelligence technology undertakes to do in terms of enhancing the protection of human rights and analyzing food 

security patterns to combat hunger and improve medical diagnosis and treatment or making health services more 

widely available with accessibility (El Nokiti et al., 2022; Shwedeh et al., 2021; Shwedeh, Aburayya, et al., 2022). 

           In addition, some AI systems compete with the diagnostic capabilities of pathologists and radiologists, which 

can help alleviate tedious tasks (e.g., counting the number of dividing cells in cancerous tissue). Although an AI-

enabled healthcare system reduces health disparities by dramatically improving access to care and continuously 

pushing the quality and standards of care as machines learn more about the conditions of the people they treat, the 

possible outcome is also increased health disparities globally (Aburayya et al., 2023; S. Salloum, Al Marzouqi, et al., 

2023; Shwedeh, Hami, et al., 2022). In this system, only the wealthy may be able to access the best AI-provided 

healthcare, as these providers will be the only ones with deep enough pockets to access the best data and develop the 

best AI.  

              Therefore, when creating a large set of data for healthcare, the highest standards of privacy protection must 

be adhered to for the sake of dignity, especially towards the weak and disabled, and agents must be used to decrypt 

information so that it is not diverted against patients (Khudhair, H. Y., Jusoh, A., Mardani, A., Nor, K. M., & 

Streimikiene, D., 2019). Just as the importance and role of artificial intelligence technology in the field of healthcare 

has emerged, especially during the pandemic, its importance in the field of weapons has also emerged. Therefore, 

one of the most important applications of artificial intelligence technology will be referred to, which is the field of 

autonomous weapons, due to its devastating effects on humans, especially during times of armed conflict, as follows:  

 2.2.2 In the field of autonomous weapons: 

            With the continuation of autonomous weapons systems (autonomous weapons systems) controversy due to 

the lack of clarity in defining them better because the concept of machine independence is controversial, so the 

implications of autonomous weapons systems on armed conflict in the future are far from clear (Aboelazm, K. S., 

Tawakol, F., Ibrahim, E., & Ramadan, S. A., 2025). Although the use of artificial intelligence technology in war is not 

new or strange, the first large-scale use of "smart bombs" was by the United States during Operation Desert Storm in 

2019. 1991, but it made it clear that it has the potential to change the nature of war, The definition of autonomous 

weapons systems is controversial, and in order to end this controversy or find a solution to this problem, the following 

must be done:  

First: Consider autonomous weapons systems as a particularly advanced form of automatic weapons. 

Second: While autonomous weapons systems can be classified as automatic weapons, they are not conceptually 

equivalent to precision weapons. Therefore, the international community, through international humanitarian law, 

faces a number of challenges today: 

The first challenge: It is the asymmetry of war. International humanitarian law is based on the assumption that 

equal parties or at least two states confront each other. However, modern conflicts are characterized by a strong 

asymmetry in military capabilities, and in an asymmetric conflict, the threat of reciprocity is only a weak threat. While 

there has been controversy over the use of reconnaissance drones, new developments in the weapon system with 

autonomous capabilities to deploy lethal forces raise a new set of urgent ethical and legal questions.  

The other challenge: For the international community, it is the impact of modern warfare on international 

humanitarian law. The duty to distinguish between military and civilian targets and not to attack the latter is one of 

the main principles of international humanitarian law. This victim-oriented approach is increasingly being replaced 

by an operations-oriented approach. In general, the use of autonomous weapon systems in conflict offers a number 

of very attractive advantages:  

1- From an economic point of view: It provides a kind of reduction in economic and personnel costs. And operation 

increases the speed of decision-making, reduces dependence on communications, reduces human errors. 
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2- From a security perspective, replaces or helps humans stay out of harm's way. 

3- From a humanitarian perspective: Programming robots used in combat to respect the laws of humanitarian 

warfare better than humans.  

         With the emergence of “smart machines” that may be deployed during armed conflict, there has been increasing 

interest in the legal system that should be applied when conflicts arise. Therefore, there are ongoing discussions about 

whether current models of responsibility and accountability are appropriate or not, which prompted civil society 

actors to conduct a strong international dialogue on the social implications of the use of artificial intelligence systems. 

In December 2018, the University of Montreal opened the door for signing the Montreal Declaration to global actors 

(Aboelazm, K. S., 2023). First, it indicates that security concerns lead to arms races but are not decisive and that the 

“first” major powers may share an interest in supporting global legal systems that aim to prevent (if not disarm) 

certain forms of military artificial intelligence that may otherwise empower weaker competitors (non-states), while 

second, the local policy model indicates that strengthening the hand of local alliances that seek the non-proliferation 

or responsible development of artificial intelligence weapons is one possible way to shift state decision-making away 

from Pursue the most problematic categories of military AI, even in the face of clear national security interests 

(Khudhair, H. Y., Jusoh, A., Mardani, A., & Nor, K. M., 2019). 

            One of the challenges governments face in this debate is defining what exactly constitutes LAWS, especially as 

smarter munitions increasingly incorporate artificial intelligence to make them harder for adversary defenses to 

detect and destroy. This has led to the UN Convention on Conventional Weapons (CCW) discussing LAWS since 2013. 

Regardless of how the LAWS debate in particular is resolved, greater integration of AI by militaries around the world 

seems inevitable in areas such as training, logistics and surveillance (Aboelazm, K. S., & Afandy, A., 2019). There are 

areas such as demining where this is welcome. Governments will need to work hard to ensure they have the technical 

expertise and capacity to effectively implement safety and reliability standards surrounding these military uses of AI 

(Yas, H., Mardani, A., & Alfarttoosi, A., 2020).  

           In the context of international humanitarian law, AI threatens to open another front in this violent history of 

war. Under the leadership of the United States, China, and Russia, armies, emerging technology companies, and 

defense contractors around the world are now developing AI-powered electronic weapons, automatic target 

recognition systems, unmanned submarines, unmanned ships, self-driving tanks, and drones (Khudhair, H. Y., & 

Mardani, A., 2021). Moreover, enabling machines to determine who lives and who dies risks removing the act of war 

from any sense of humanity. Therefore, drawing parallels with the history of nuclear proliferation and arms control 

has allowed for studying the governance of military AI through two lenses of policy analysis: 

1 - “Local politics” and “cognitive societies” that arms races are not inevitable, but can be slowed or even avoided 

through intelligent engagement with the local political coalition of different actors. 

2- Small, well-organized and mobilized communities of experts early enough can play a major role in shaping global 

arms control policy. 

 One of the steps taken by the Future Life Institute to combat these risks was to call on governments, technology 

companies and individuals to pledge not to participate in supporting the development, manufacture, trade or use of 

lethal autonomous weapons, and this was preceded by the 18th principle of the Asilomar Principles, which stressed 

the avoidance of arms races in lethal weapons, especially with regard to the arms race in the field of artificial 

intelligence. 

2.3 Implications of AI technology on international law: 

            International law, based on traditional principles of state sovereignty, non-use of its territory to harm its 

neighbors, liability based on error or unlawful action, or the theory of risk, bearing the consequences and 

compensation for damages resulting from these actions, faces many challenges (Yas, H., Mardani, A., Albayati, Y. K., 

Lootah, S. E., & Streimikiene, D., 2020). Applications and systems of AI based on cyberspace and virtual space, which 

are not limited or surrounded by borders, represent a dilemma regarding these principles. Early reports by 

international organizations have already addressed the fact that the Internet (or cyberspace) challenges traditional 

notions of rights, and that the operation and outcomes of these systems are unpredictable because they act as black 

boxes.  There will of course be many costs and difficulties in legislating now. Technology companies may resist 

regulation that they believe may undermine profits, and governments may lack the resolve to legislate for problems 
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that may only arise when they are not in power. Individual citizens and interest groups will need to become educated 

and engaged if they are to have an impact on the debate. Countries will need to overcome political mistrust in order 

to collaborate on global solutions. While none of these problems can be overcome, many lessons can be learned from 

how similar obstacles have been overcome in the past. In order to write rules for robots, the challenge is clear. The 

tools are at our disposal, and the question is not whether we can, but whether we will.  

             International law is the only system that can systematically deal with the variety of actors involved in the use 

and development of the Internet, and it can deal with Coherent with companies, NGOs, states, individuals and 

international organizations at the local, regional and global levels. Despite the different actors and the diversity of 

standard architectural forms, the common denominator between these positions is the international (across-border) 

place. In parallel with international cooperation, it will be important to activate international governance and 

cooperation. The global community must fully embrace science, technology and innovation for sustainable 

development and promote the use, adoption and adaptation of leading technologies while expanding access on a large 

scale and ensuring that no one is left behind. Most developing countries will not have sufficient resources on their 

own. They will need international cooperation to help them align science, technology and innovation goals with 

national development goals and the Sustainable Development Goals, formulate coherent policies in the fields of 

science, technology and innovation, and design appropriate policy instruments. Governments should also work more 

closely together to build an international institutional framework that includes countries at all stages of technological 

development, especially developing countries that have distinct interests and priorities and need to be represented 

on the global stage.  

                If privacy, data exchange and AI are closely related aspects that need to be placed in an international context, 

there is a real international need to exchange concepts and ideas on how best to regulate or support AI and robotics. 

Countries often adopt regulatory models from other countries because they are deemed beneficial to their 

jurisdiction, and the field of AI is no exception. On the other hand, some countries may also vote against the basic 

rationale and seek different legal approaches to data protection and privacy.  

3. Research Methodology 

             With an emphasis on examining the effects of AI technology applications on international law, this study 

employs a major data source to explore its intended goals. The study used a survey research methodology, in which 

professionals in the field of international law who deal with AI-related issues were given a pre-made questionnaire. 

The purpose of the questionnaire was to document potential new legal issues that may emerge from the growing 

usage of AI technologies, as well as to investigate how these technologies affect the conventional understanding of 

international law, The study's theoretical framework, which is founded on the notion of global governance and the 

difficulties of legal sovereignty in light of AI growth, is also supported by the literature survey. 

3.1 Research Design and Data Collection 

The concepts in this research were measured through different assertions (variables) derived from previous studies. 

These statements were evaluated using a 5-point Likert scale, where (1 = strongly disagree; 2 = disagree; 3 = neutral; 

4 = agree; 5 = strongly agree). 

3.2 Assessing legal compatibility and the impact of AI on international legal frameworks 

The actions made by international and legal organizations to make sure that laws are in line with the developments 

brought about by the application of AI are referred to in this sense as the role of AI technology. This entails upholding 

the strictest moral and legal guidelines while handling AI-related matters and making sure that the rules controlling 

this industry are followed. The study intends to evaluate the ways in which a number of elements, such as 

advancements in technology and confidence in the global legal system, support the establishment of a strong and 

efficient legal framework that tackles the difficulties posed by AI technology. 

The sample size used in the study was determined through the following equation:  
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• N represents the sample size. 

• %ε is the margin of error allowed in estimating the sample size, expressed as a percentage. 

• L represents the number of elements that do not have the characteristics of the population (i.e., elements 

that do not match the population's features). 

• τ\tauτ represents the number of elements that do have the characteristics of the population. 

The equation demonstrates how to calculate N based on the required percentage and the allowed margin of error. 

In the example provided below the equation: 

• The values are substituted into the equation 

1.05   =   0.05 

2               2 

N= 42 individual 

           The researcher distributed 50 questionnaires directly to the sample members by hand, 42 valid questionnaires 

were retrieved, with a response rate of 84%, the following table shows the distributed and retrieved questionnaires. 

Table (1) Lists of questionnaires distributed and returned according to the sample 

Study 

 sample 

Distribute

d forms 

Correct forms 

Numbe

r 

Respons

e rate 

Percentage of 

total 

1. International Law Scholars 

2. International Law Expert 

Lawyers 

3. Artificial Intelligence Experts 

20 

15 

15 

17 

12 

13 

85% 

80% 

86.7% 

40.5% 

28.6% 

31% 

Total 50 42 84% 100% 

3.3 Data Collection Methods 

The researcher relied on the questionnaire list method to collect data to achieve the study objectives and test its 

hypotheses. The questionnaire list included a set of inquiries designed to reflect the main objectives of the study, 

where the five-dimensional Likert scale was used to give relative weight to the answers to each statement, ranging 

from one to five points. The list was divided into three main groups as follows: 

1. Group One: This group includes six statements related to the legal, ethical, regulatory and regulatory challenges 

that may hinder the integration of artificial intelligence within the framework of international law. 

2. Group Two: This group includes five statements focusing on the legal and regulatory factors that contribute to 

the success of the application of artificial intelligence in the context of international legal practices. 

3. Group Three: This group consists of nine statements related to the impact of the use of artificial intelligence on 

international law. 
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3.4: Data processing and analysis methods. 

To achieve the research objectives, the following statistical methods were used in addition to the aforementioned 

Likert method: 

1- Calculating the reliability and validity coefficient (Alpha, Cronbach). 

2- Descriptive statistics for data (arithmetic mean and standard deviation). 

- Inferential statistics (Chisquare test). 

The researcher used the statistical analysis program for social sciences (17.Spssv) and the statistical analysis program 

(16.Minitapv) to analyze the data collected by the survey forms to choose the research hypotheses. 

3.5 Testing the validity and reliability of the questionnaire list. 

This is done through the (Alpha Cronbach's) scale to measure the validity, stability and internal consistency of the 

questionnaire list phrases, in order to know the extent of reliability in the study sample's responses to the 

questionnaire list questions, and thus to the three study hypotheses and the extent of the possibility of generalizing 

its results to the study community. As follows: 

Table No. (2) Results of the validity and reliability test for the three study hypotheses 

Study assumptions Number of 

statements 

Reliability 

coefficient 

Validity 

coefficient 

1. There are no statistically significant 

differences between the opinions of the study 

sample on the impact of artificial intelligence 

technology on the effectiveness of applying 

international laws in addressing complex legal 

issues 

6 0.923 0.964 

2. There are no statistically significant 

differences between the opinions of the study 

sample on the legal risks and challenges 

associated with the use of artificial intelligence 

in the international context 

5 0.952 0.970 

3. There are no statistically significant 

differences between the opinions of the study 

sample on the need to update international 

legislation to keep pace with developments in 

artificial intelligence technology and ensure the 

protection of individuals’ rights 

9 0.867 0.896 

Toltal 20 0.985 0.989 

 

It is clear from the previous table that the reliability coefficient of the questionnaire items ranges between (0.867 - 

0.952), which in turn reflects the validity coefficient, which ranges between (0.896-0.982), meaning that the alpha 

value for all hypotheses is greater than (0.5), which indicates the validity of the questionnaire items and that they 

cover the important points under study and the possibility of generalizing the sample results to the study community. 
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3.6 Analysis of the study results and testing the hypotheses. 

By using descriptive statistics methods (arithmetic mean and standard deviation) and arranging the relative 

importance of the research sample responses and using inferential statistics through the (Ka) test to determine the 

validity of the research hypotheses as follows: 

3.6.1 Testing the first hypothesis: 

There are no statistically significant differences between the opinions of the study sample about the impact of 

artificial intelligence technology on the effectiveness of applying international laws in addressing complex legal 

issues. 

By measuring the opinion of the study sample categories about the statements of the first hypothesis, the arithmetic 

mean and standard deviation were calculated, and the Ka test was conducted for the statements of the first 

hypothesis, and the results were as shown in the following table: 
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Table No. (3) Responses of the study sample regarding the statements of the first hypothesis 

First 

assumption 

phrases 

Study sample response Descriptive statistics Degree of 

approval 

Ka2 test  

Totally 

agree 

Agree Neutral Disagree Strongly 

disagree 

Arithmetic 

mean 

Standard 

deviation 

Ka2 

value 

Significance 

level 

1 9 10 11 8 4 2.16 0.82 Agree 21.5 0.123 5 

21.4% 23.8% 26.2% 19.0% 9.5% 

2 14 10 8 6 4 2.43 1.36 Agree 18.1 0.145 3 

33.3% 23.8% 19.0% 14.3% 9.5% 

3 17 10 2 7 6 2.40 1.33 Agree 18.1 0.145 1 

40.5% 23.8% 4.8% 16.7% 14.3% 

4 14 12 3 9 4 2.45 1.24 Agree 21.3 0.133 4 

33.3% 28.6% 7.1% 21.4% 9.5% 

5 17 9 3 9 4 2.38 1.23 Agree 25.1 0.142 2 

40.5% 21.4% 7.1% 21.4% 9.5% 

6 21 8 5 6 2 2.05 1.12 Agree 30.5 0.142 6 

50% 19% 12% 14.3% 4.8% 

Overall average 2.05 0.98 Agree - - - 
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According to Table No. (3), the degree of agreement with the assumption statements was all (agree), meaning that, 

from the perspective of the study sample, all of the assumption statements are acceptable. The findings also show 

that the fourth statement, "There are concerns about privacy when using artificial intelligence in legal processes," 

had the highest degree of agreement (2.45), while the first statement, "There are legal challenges facing the 

application of artificial intelligence in international law," received the lowest degree of agreement (2.16). With a 

standard deviation of 0.98, the study sample's overall average response to the assumption was 2.05, showing that 

although there is occasional disagreement, the majority of respondents generally have a tendency to agree. According 

to the test results (Ka2), all of the statements have significance levels higher than 0.05 and range from 18.1 to 30.5. 

This supports the validity of the study's first hypothesis by showing that there are no statistically significant variations 

between the study sample's opinions on the assumption statements. 

 3.6.2 Testing the second hypothesis: 

There are no statistically significant differences between the opinions of the study sample regarding the legal risks 

and challenges associated with the use of artificial intelligence in the international context. By measuring the opinion 

of the study sample categories regarding the statements of the first hypothesis, the arithmetic mean and standard 

deviation were calculated, and a test was conducted for the statements of the first hypothesis. The results were as 

shown in the following table. 
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Table No. (4) Responses of the study sample regarding the statements of the second hypothesis 

Second 

assumption 

phrases 

Study sample response Descriptive statistics Degree of 

approval 

Ka2 test  

Totally 

agree 

Agree Neutral Disagree Strongly 

disagree 

Arithmetic 

mean 

Standard 

deviation 

Ka2 

value 

Significance 

level 

1 20 8 2 6 6 2.29 1.51 Agree 22.26 0.001 2 

47% 19% 4.8% 14.3% 14.3% 

2 17 9 6 8 2 2.26 1.28 Agree 14.43 0.001 3 

40.48% 21.43% 14.29% 19.05% 4.76% 

3 20 5 9 6 2 2.40 1.31 Agree 22.00 0.002 1 

47.62 11.90% 21.43% 14.29% 4.76% 

4 19 8 6 8 1 2.14 1.24 disagree 20.63 0.240 5 

45.24% 19.05% 14.29% 19.0% 2.38% 

5 6 7 18 10 1 2.83 1.03 Agree 18.72 0.191 4 

14.29% 16.67% 42.86%  23.81% 2.38% 

Overall average 2.384 1.274 Agree - - - 
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The degree of agreement on the assumption statements was typically (agree), as can be seen from Table No. (4), 

which was provided to test the second hypothesis. This suggests that all of the assumption statements are acceptable 

from the perspective of the study sample. However, with an arithmetic mean of 2.14, which indicates that the response 

to it was "disagree," the fourth statement—that vocational training is crucial to the success of implementing artificial 

intelligence in legal institutions—was the least accepted. However, with the highest score of 2.83, the fifth statement—

that laws should be revised on a regular basis to reflect advancements in artificial intelligence—was the one that was 

most widely accepted, With a standard deviation of 1.274 and a general average of 2.384 for the study sample replies, 

we can see that most respondents generally agree, although there is a discernible range of viewpoints. There are 

statistically significant differences between the study sample's opinions on some of the hypothesis statements, as 

indicated by the test values (Ka2), which range from 14.43 to 22.26 with significance levels below 0.05 for the first, 

second, and third statements. This supports the validity of the study's second hypothesis. 

3.6.3 Testing the third hypothesis 

There are no statistically significant differences between the opinions of the study sample regarding the need to 

update international legislation to keep pace with developments in artificial intelligence technology and ensure the 

protection of individuals' rights 

The study sample's response to the statements of the third hypothesis was as shown in the following Table No. 5: 
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Table No. (5) Responses of the study sample to the statements of the third hypothesis 

Third 

assumption 

phrases 

Study sample response Descriptive statistics Degree of 

approval 

Ka2 test  

Totally agree Agree Neutral Disagree Strongly 

disagree 

Arithmetic 

mean 

Standard 

deviation 

Ka2 

value 

Significance 

level 

1 16 6 7 10 3 2.48 1.27 Agree 15.3 0.045 1 

38.1% 14.3% 16.7% 23.8% 7.1% 

2 20 5 11 4 2 2.12 1.15 disagree 11.3 0.081 7 

47.6% 11.9% 26.2% 9.5% 4.8% 

3 17 4 14 5 2 2.31 1.20 Agree 9.7 0.087 6 

40.5% 9.5% 33.3% 11.9% 4.8% 

4 15 4 10 7 6 2.64 1.34 Agree 10.8 0.075 3 

35.7% 9.5% 23.8% 16.7% 14.3% 

5 20 6 7 7 2 2.17 1.18 Agree 9.2 0.056 2 

47.6% 14.3% 16.7% 16.7% 4.8% 

6 16 11 6 5 4 2.29 1.15 Agree 8.9 0.065 8 

38.1% 26.2% 14.3% 11.9% 9.5% 

7 21 6 8 5 2 2.31 1.14 Agree 10.2 0.065 5 

50% 14.3 19.0% 11.9% 4.8% 

8 17 9 8 6 2 2.21 1.10 Agree 9.0 0.029 9 

40.5% 21.4% 19.0% 14.3% 4.8% 

9 21 5 7 6 3 2.40 1.11 Agree 12.3 0.0005 4 

50% 11.9% 16.7% 14.3% 7.1% 

Overall average 2.33 1.18 Agree - - - 
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The degree of agreement on the hypotheses was largely "agree," which suggests that all of the hypotheses are 

acceptable from the perspective of the study sample, according to Table No. (5), which was provided for testing the 

hypotheses. However, with an arithmetic mean of 2.12, which indicates that the response to it was "weakly agree," 

the second statement—that the development of artificial intelligence can create new obstacles in executing 

international legislation—was the least agreed upon. With a percentage of 2.64, the fourth statement—that artificial 

intelligence improves the ability to monitor conformity with international laws—was the most widely accepted, With 

a standard deviation of 1.18 and a general average of 2.33 for the study sample replies, we can see that most 

respondents generally agree, although there is a discernible range of viewpoints. There are statistically significant 

differences between the study sample's opinions on some of the hypothesis statements, as indicated by the test values 

(Ka²), which range from 8.9 to 15.3 with significance levels below 0.05 for the first, eighth, and ninth statements. 

This strengthens the validity of the study's hypotheses. 

4. Theoretical Implications 

            The study's theoretical ramifications draw attention to how AI technology affects international law, 

necessitating a multifaceted investigation of how technology interacts with current legal systems. The findings taken 

from the three tables highlight the significance of incorporating AI into the legal system as well as the difficulties it 

presents, which call for a flexible and adaptive legal solution. 

          First, as the majority of the hypotheses were given a "agree" score, the results show that the study sample 

members generally agree on the legal aspects of AI. This suggests that the participants understand how critical it is 

to update legal frameworks in order to stay up to date with technological advancements. These findings are consistent 

with the first hypothesis, which highlights the legal issues surrounding AI use and urges the creation of new laws that 

help strike a balance between innovation and legal protection.  Second, the information pertaining to the second 

hypothesis shows a discrepancy between the laws as they stand and the advancements in technology. According to 

the findings, the statement pertaining to the necessity of updating AI-related laws was given the highest acceptance 

rating. This illustrates how urgently legal frameworks must be modified to keep up with the quick advancements in 

AI, which improves the efficacy of legal implementation and lowers the legal dangers connected to its use. Third, the 

results pertaining to the third hypothesis underscore the essential function of ethics in the application of AI in 

international law. According to the statistics, using AI can increase adherence to international regulations, which 

reflects participants' faith in the technology's capacity to increase accountability and transparency. This is essential 

for maintaining the integrity of legal procedures and boosting the efficacy of the legal system in the face of modern 

difficulties. Lastly, the theoretical ramifications demand that existing legal frameworks be reexamined in light of the 

dangers posed by the application of AI. Laws must be adaptable in order to safeguard individual rights and satisfy 

the demands of innovation. This interaction between AI and international law emphasizes how crucial it is for laws 

to keep up with technological advancements in order to create a robust legal system that can handle new problems 

in the future. 

5. Scientific Implications 

The study's scientific ramifications underscore the significance of incorporating AI technology into international law, 

necessitating a reassessment of existing models by scholars and practitioners to comprehend the impact of AI on 

legal systems. The findings from the three tables demonstrate that there are chances to improve legal efficiency and 

advance transparency in addition to implementation issues when it comes to the relationship between AI and 

international law. 

First, the study indicates the possibility of improving legal performance by demonstrating how AI may be used to 

enhance the process of monitoring adherence to international rules. The findings pertaining to the third hypothesis, 

which concerns how AI might improve legal institutions' capacity for change adaptation, lend credence to the notion 

that utilizing this technology can improve legal systems' ability to respond to modern demands. 

Second, the findings show that new scientific frameworks that take into account the difficulties facing international 

law in the era of artificial intelligence are desperately needed. This emphasizes the significance of continued study in 

this area, which has to concentrate on how rules and laws can keep up with the quick advancements in technology. A 

gap that requires scientific attention is revealed by analyzing the data pertaining to the second hypothesis, which 

shows that the rules in place are incompatible with the new difficulties. 
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Third, the results emphasize how critical it is to advance ethical consciousness in the application of AI in accordance 

with international law. The study's openness and trustworthiness highlight the necessity of giving researchers and 

practitioners moral direction on how to use this technology sensibly. In order to guarantee that scientific frameworks 

incorporate ethical principles that consider the rights of individuals and society at large, legal and academic 

organizations must collaborate. 

Lastly, the results emphasize how crucial it is for scholars and decision-makers to work together to develop strong 

regulatory frameworks that encourage creativity and the ethical use of AI in international law. In order to facilitate 

the adoption of AI without endangering legal rights, scholars must think about how laws may be more flexible and 

adaptive. Future research in this field will mostly concentrate on striking a balance between innovation and rights 

protection. 

6. Conclusion 

The study demonstrates that because AI technology challenges the conventional wisdom of current rules and 

regulations, it is a significant driving force influencing various sectors of international law. The findings underlined 

how crucial it is to review legal frameworks in order to address the difficulties presented by AI, including privacy 

concerns, judicial uses of AI, and monitoring of its use. To guarantee the ethical and efficient use of this technology, 

it is equally crucial to emphasize the development of ethics and trust when working with AI. To handle upcoming 

issues and guarantee the incorporation of AI technology within global legal frameworks, government agencies, 

international organizations, and the academic community should coordinate more. 

6.1 Results 

1. The findings demonstrated a wide knowledge of the topic, with the investigated sample generally agreeing with the 

research assumptions regarding AI technology and its effects on international law.  

2. The identification of significant legal obstacles to the use of AI in legal situations necessitates the creation of new 

regulatory frameworks. 

3. The findings showed how crucial ethics and trust are to the use of AI in legal applications, necessitating a 

reexamination of current protocols. 

4. The study found that opinions on some particular uses of AI varied, highlighting the necessity of candid 

communication between practitioners and decision-makers.  

5. The findings indicated that the influence of AI on privacy is causing increasing worry, which necessitates the 

creation of strong data protection regulations. 

6. Legal and technological institutions must work together to update current laws to better reflect the speed at which 

technology is developing.  

7. The findings demonstrated the value of global collaboration in creating an all-encompassing legal framework that 

tackles the difficulties posed by AI in order to guarantee equitable and well-rounded applications.  

6.2 Recommendations 

1. To guarantee compliance and accountability, it is advised to create new legal frameworks that are appropriate for 

the characteristics and nature of AI.  

2. To qualify experts in this industry, specialized education and training programs in AI and law should be reinforced. 

3. The creation of specialist legal committees to monitor advancements in AI and offer continuing legal advice is  

advised.  

4. Adopting explicit privacy protection guidelines that align with the application of AI in legal domains is necessary.  

5. It is advised that international cooperation be strengthened in order to share information and experience about 

the regulation of AI and to create international standards.  

6. Ethical guidelines that guarantee the responsible application of AI should be adopted by legal authorities. 

7. To make sure that legal frameworks are in line with future advancements, ongoing research into AI and its legal 

ramifications is necessary.  
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