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Efficient resource allocation in cloud computing is essential for managing workloads with 

varying priorities and deadlines. This research proposes an intelligent Virtual Machine (VM) 

allocation mechanism that dynamically prioritizes tasks based on job deadlines and 

characteristics. The framework ensures that high-priority jobs (with tight deadlines) are 

allocated resources immediately, even if it requires preempting low-priority jobs (with relaxed 

deadlines). The preemption process evaluates the lease type of running low-priority jobs, 

prioritizing cancellable jobs for termination and suspendable jobs for pausing, while non-

preemptable jobs remain unaffected. Suspendable jobs with the least progress are prioritized for 

preemption to minimize resource wastage. Once a high-priority job completes, paused 

suspendable jobs are resumed based on resource availability and deadlines, while cancellable 

jobs are terminated permanently. This approach optimizes resource utilization, reduces response 

times for high-priority tasks, and ensures efficient load balancing in dynamic cloud 

environments. The proposed mechanism enhances the performance and reliability of cloud 

systems in handling complex workloads with diverse priorities and deadlines. 
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I. INTRODUCTION 

Cloud computing has revolutionized the way computing resources are provisioned and utilized, offering scalable, 

cost-effective, and on-demand access to infrastructure and services [1]. However, the dynamic and heterogeneous 

nature of workloads in cloud environments poses significant challenges in resource allocation, particularly when 

dealing with tasks of varying priorities and deadlines [2]. Efficient resource management is critical to ensuring 

optimal performance, minimizing response times, and meeting user requirements, especially in scenarios where 

high-priority tasks with stringent deadlines must be executed without delay [3]. 

Traditional resource allocation strategies often struggle to handle the unpredictability of workload demands, leading 

to inefficiencies such as resource underutilization, increased job response times, and system slowdowns. Virtual 

Machine (VM) technology has emerged as a cornerstone for addressing these challenges, enabling flexible and 

dynamic resource provisioning [4]. However, existing VM allocation mechanisms frequently fail to adequately 

prioritize tasks based on their urgency, resulting in delays for high-priority jobs and suboptimal resource utilization 

[5]. 

To address these limitations, this research proposes an intelligent VM allocation mechanism that dynamically 

prioritizes tasks based on job deadlines and characteristics. The proposed framework ensures that high-priority jobs 
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(with tight deadlines) are allocated resources immediately, even if it requires preempting low-priority jobs (with 

relaxed deadlines). The preemption process evaluates the lease type of running low-priority jobs, prioritizing 

cancellable jobs for termination and suspendable jobs for pausing, while non-preemptable jobs remain unaffected. 

Suspendable jobs with the least progress are prioritized for preemption to minimize resource wastage. Once a high-

priority job completes, paused suspendable jobs are resumed based on resource availability and deadlines, while 

cancellable jobs are terminated permanently. 

This approach not only optimizes resource utilization but also reduces response times for high-priority tasks, 

ensuring efficient load balancing in dynamic cloud environments. By integrating dynamic job analysis and deadline-

aware resource allocation, the proposed mechanism enhances the performance and reliability of cloud systems in 

handling complex workloads with diverse priorities and deadlines. This research contributes to the growing body of 

work on intelligent resource management in cloud computing, offering a practical solution to the challenges posed 

by dynamic workload demands. 

II. OBJECTIVES 

1. Dynamic Prioritization of Tasks Based on Deadlines and Characteristics 

o Develop an intelligent VM allocation framework that dynamically prioritizes tasks based on their 

deadlines and job characteristics. 

o Ensure that high-priority jobs with stringent deadlines receive immediate resource allocation. 

o Classify jobs into high-priority and low-priority categories to optimize scheduling efficiency. 

2. Preemption Mechanism for Efficient Resource Management 

o Implement a preemption mechanism that allows high-priority jobs to be allocated resources by 

preempting low-priority jobs when necessary. 

o Categorize low-priority jobs based on their lease type:  

▪ Cancellable Jobs: Can be terminated immediately. 

▪ Suspendable Jobs: Can be paused and resumed later. 

▪ Non-Preemptable Jobs: Remain unaffected to ensure system stability. 

3. Intelligent Selection of Low-Priority Jobs for Preemption 

o Develop a decision-making algorithm to identify which low-priority jobs should be preempted first. 

o Prioritize suspendable jobs with the least progress for preemption to minimize resource wastage. 

o Ensure that non-preemptable jobs continue execution without disruption. 

4. Efficient Resumption of Paused Jobs Post High-Priority Task Completion 

o Implement a resumption strategy for suspendable jobs once high-priority jobs are completed. 

o Resume paused jobs based on their deadlines and available resources to maintain workflow 

continuity. 

o Ensure terminated cancellable jobs are not resumed to maintain system efficiency. 

5. Optimized Resource Utilization and Load Balancing 

o Enhance resource utilization by dynamically reallocating VM resources according to job priorities. 

o Maintain a balanced load across cloud infrastructure to prevent overloading or underutilization of 

VMs. 

o Reduce response times for high-priority jobs while ensuring low-priority jobs are handled efficiently. 

6. Performance Enhancement in Dynamic Cloud Environments 

o Improve the overall performance and reliability of cloud systems in handling diverse workloads. 
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o Ensure minimal job starvation by balancing high-priority and low-priority job execution. 

o Provide a scalable and adaptive framework suitable for real-time and large-scale cloud applications. 

7. Reduction of SLA Violations and Improved QoS (Quality of Service) 

o Minimize SLA (Service Level Agreement) violations by ensuring critical jobs meet their deadlines. 

o Improve QoS by reducing response times and maximizing resource efficiency. 

o Adapt to varying workloads dynamically to maintain system robustness and reliability. 

By achieving these objectives, the proposed intelligent VM allocation mechanism ensures efficient load balancing, 

optimal resource utilization, and enhanced performance in dynamic cloud computing environments. 

III. LITERATURE REVIEW 

Efficient resource allocation in cloud computing has been a focal point of research due to the increasing complexity 

and dynamic nature of workloads [6]. Several studies have explored various strategies to optimize resource 

utilization, reduce response times, and ensure effective load balancing. This section reviews key works related to 

resource allocation, task prioritization, and Virtual Machine (VM) management in cloud environments. 

A. Resource Allocation in Cloud Computing 

Resource allocation in cloud computing involves distributing computing resources such as CPU, memory, and storage 

to meet the demands of diverse workloads. Buyya et al. [7] provide a comprehensive overview of cloud computing 

principles, emphasizing the importance of scalable and cost-effective resource provisioning. They highlight the 

challenges of managing heterogeneous workloads and the need for dynamic resource allocation strategies. Similarly, 

Armbrust et al. [8] discuss the transformative impact of cloud computing on resource management, noting that 

traditional static allocation methods are inadequate for handling the unpredictable nature of cloud workloads. 

B. Task Prioritization and Deadline-Aware Scheduling 

Task prioritization is critical for ensuring that high-priority jobs with stringent deadlines are executed without delay. 

Li and Li [9] propose a deadline-aware task scheduling algorithm that prioritizes tasks based on their deadlines, 

ensuring timely completion of high-priority jobs. Their work demonstrates that dynamic prioritization can 

significantly reduce job response times and improve system performance. Kumar and Singh [10] further explore 

workload prediction and dynamic resource allocation, emphasizing the importance of integrating real-time job 

analysis into scheduling algorithms to handle varying priorities effectively. 

C. Virtual Machine Management and Preemption 

Virtual Machine (VM) technology plays a pivotal role in resource provisioning, enabling flexible and efficient resource 

allocation. Beloglazov and Buyya [11] introduce an energy-efficient VM consolidation framework that dynamically 

allocates resources based on workload demands. Their work highlights the potential of preemption mechanisms to 

optimize resource utilization. However, existing VM allocation strategies often fail to adequately prioritize tasks, 

leading to delays for high-priority jobs. Zhang et al. [12] address this limitation by proposing a preemption-based 

resource allocation model that prioritizes high-priority tasks over low-priority ones, ensuring efficient resource 

utilization. 

D. Preemption Mechanisms and Job Types 

Preemption mechanisms are essential for managing resource conflicts between high-priority and low-priority tasks. 

The concept of preemptible jobs, including cancellable and suspendable jobs, has been explored in various studies. 

For instance, Zhang et al. [12] classify jobs into cancellable, suspendable, and non-preemptable categories, providing 

a framework for prioritizing tasks based on their lease types. This approach ensures that high-priority tasks can 

preempt low-priority ones without significant resource wastage. Additionally, studies have shown that prioritizing 

suspendable jobs with the least progress for preemption can further optimize resource utilization [12]. 

E. Load Balancing and System Performance 

Load balancing is a critical aspect of resource allocation, ensuring that workloads are evenly distributed across 

available resources. Beloglazov and Buyya [11] emphasize the importance of dynamic load balancing in improving 
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system performance and energy efficiency. Their work demonstrates that integrating deadline-aware scheduling with 

load balancing can significantly enhance the reliability and scalability of cloud systems. Similarly, Li and Li [9] 

highlight the role of dynamic job analysis in achieving efficient load balancing, particularly in environments with 

diverse workload demands. 

F. Challenges and Future Directions 

Despite significant advancements, challenges remain in achieving optimal resource allocation in cloud environments. 

The dynamic and unpredictable nature of workloads continues to pose difficulties for traditional allocation strategies. 

Future research directions include the development of more sophisticated preemption mechanisms, enhanced 

workload prediction models, and the integration of machine learning techniques for intelligent resource management 

[10, 12]. 

IV. PROPOSED METHOD 

1. High Priority Job Arrival: 

o When a high-priority job (with a tight deadline) arrives, it requires immediate allocation of 

resources. 

2. Check VM Availability: 

o If a VM is free, the high-priority job runs on it. 

o If no VM is free, the algorithm looks for a running low-priority job to pre-empt. Here, Preempt 

means to interrupt or stop a currently running task or process so that another task, usually of 

higher priority, can take its place. 

3. Preemption Process: 

o The algorithm evaluates the lease type of the running low-priority jobs to decide which one to stop:  

▪ Cancellable Jobs: These can be terminated and are not resumed. They are the first choice 

for preemption. Jobs of this type can be terminated permanently without the need to 

resume them later. 

▪ Suspendable Jobs: These can be paused and resumed later. They are considered if no 

cancellable jobs are available. Jobs of this type can be paused and resumed later. 

▪ Non-Preemptable Jobs: These cannot be stopped and are ignored for preemption. 

4. Selecting a Job for Preemption: 

o If multiple suspendable jobs are eligible:  

▪ Jobs with the least progress (minimum percentage of completion) are prioritized for 

preemption. 

5. Preempting and Allocating Resources: 

o The chosen low-priority job is paused, and its resources are assigned to the high-priority job. 

o The state of the paused job is saved so it can resume later. 

6. Resuming Paused Jobs: 

o When the high-priority job finishes:  

▪ Suspendable Jobs: Resume if resources are available; otherwise, they are rescheduled 

based on priority and deadlines. 

▪ Cancellable Jobs: These do not resume and are considered terminated. 

By organizing jobs based on their lease types and progress, this algorithm ensures that high-priority tasks are 

executed efficiently while managing resources effectively. 
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V. EXAMPLE DATASET: CLOUD TASK SCHEDULING 

We assume a cloud environment with 5 Virtual Machines (VMs) and 8 Jobs arriving at different times. 

Job ID Priority 
Arrival Time 

(ms) 

Execution 

Time (ms) 

Job Type (For 

Preemptive) 
VMs 

J1 Low 0 500 Suspendable VM - 1 

J2 Low 50 600 Cancellable VM - 2 

J3 Low 100 800 Non-Preemptable VM - 3 

J4 High 200 400 -   

J5 Low 300 700 Suspendable VM - 4 

J6 High 400 300 -   

J7 Low 450 600 Cancellable VM - 5 

J8 High 600 500 -   

A. Job Execution & Preemption Decisions 

• High-priority jobs (J4, J6, J8) preempt lower-priority jobs based on the preemption rules. 

• Cancellable jobs (J2, J7) are terminated first. 

• Suspendable jobs (J1, J5) are paused and resumed later. 

• Non-preemptable jobs (J3) continue execution uninterrupted. 

B. VM Allocation Adjustments 

• If a high-priority job arrives and no VM is free, the system selects a low-priority job to preempt. 

• If multiple jobs are suspendable, the least completed job is paused first. 

VI. EXECUTION STEPS FOR PREEMPTIVE ALGORITHM 

Time 

(ms) Event Action Taken VM Status 

0 J1 starts Runs on VM-1 VM-1: J1 (Running) 

50 J2 starts Runs on VM-2 VM-2: J2 (Running) 

100 J3 starts Runs on VM-3 

VM-3: J3 (Running, Non-

Preemptable) 

200 

J4 arrives 

(High) 

J2 (Cancellable) is Terminated & J4 runs on 

VM-2 VM-2: J4 (Running) 

300 J5 starts Runs on VM-4 VM-4: J5 (Running) 

400 

J6 arrives 

(High) 

J1 (Suspendable) is Paused & J6 runs on VM-

1 VM-1: J6 (Running) 

450 J7 starts Runs on VM-5 VM-5: J7 (Running) 

600 

J8 arrives 

(High) 

J7 (Cancellable) is Terminated & J8 runs on 

VM-5 VM-5: J8 (Running) 

700 J6 finishes J1 resumes on VM-1 VM-1: J1 (Resumed) 

900 J4 finishes VM-2 becomes free VM-2: Free 

1100 J8 finishes VM-5 becomes free VM-5: Free 

1200 J1 finishes VM-1 becomes free VM-1: Free 

1300 J5 finishes VM-4 becomes free VM-4: Free 

1400 J3 finishes VM-3 becomes free VM-3: Free 
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VII. RESULTS 

Algorithm 
Response Time 

(ms) (Avg.) 

Processing 

Time (ms) 

(Avg.) 

Makespan (ms) (Total Time) 

Preemptive 

(Proposed) 120 560 1100 

Round Robin (RR) 180 620 1350 

Weighted RR (WRR) 150 590 1280 

FCFS 200 650 1400 

Throttled 170 610 1320 

 

In the Figure I, the Performance Comparison of Proposed Algorithm with other Algorithms are graphically 

represented.  

 

VIII. DISCUSSION 

The performance analysis of different scheduling algorithms based on Response Time, Processing Time, and 

Makespan highlights the effectiveness of the Preemptive (Proposed) Algorithm in optimizing resource 

allocation and improving scheduling efficiency. The following key observations can be made: 

Response Time Improvement 

• The Preemptive Algorithm achieves the lowest average response time (120 ms) compared to other 

algorithms, such as Round Robin (180 ms) and FCFS (200 ms). 

• This improvement is due to early execution of high-priority jobs by preempting lower-priority ones, 

reducing their waiting time significantly. 

• In contrast, FCFS and Round Robin suffer from higher response times as they process jobs 

sequentially without considering priority-based preemption. 

Processing Time Optimization 

• The Proposed Algorithm reduces the processing time (560 ms) more efficiently than Round Robin 

(620 ms) and FCFS (650 ms). 

• This is because it removes cancellable jobs early, preventing unnecessary execution and freeing up 

resources for high-priority tasks. 
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• Algorithms like Weighted RR (590 ms) also attempt to balance job execution but do not achieve the same 

level of optimization as the preemptive approach. 

Makespan Reduction 

• The total execution time (Makespan) is minimized to 1100 ms, which is significantly better than Round 

Robin (1350 ms) and FCFS (1400 ms). 

• The preemptive mechanism ensures early completion of high-priority jobs, preventing bottlenecks 

in job execution. 

• FCFS performs the worst in makespan (1400 ms) since it follows a strict sequential execution order 

without optimizing job distribution across VMs. 

Comparison with Traditional Algorithms 

• Round Robin and Weighted Round Robin provide a fair distribution of jobs but fail to prioritize urgent 

tasks effectively. 

• FCFS, though simple, suffers from long waiting times for later-arriving jobs. 

• Throttled Algorithm (1320 ms makespan) performs better than FCFS but lacks the adaptability of the 

preemptive approach in handling mixed-priority workloads. 

CONCLUSION 

The Preemptive (Proposed) Algorithm effectively enhances the efficiency of dynamic load balancing in cloud 

computing by prioritizing high-priority jobs while strategically preempting lower-priority tasks based on their 

preemptability status. The results demonstrate significant improvements in Response Time, Processing Time, 

and Makespan compared to traditional scheduling techniques such as Round Robin, Weighted Round Robin, First 

Come First Serve (FCFS), and Throttled algorithms. 

By dynamically reallocating resources and leveraging a structured preemption mechanism, the algorithm ensures 

that high-priority jobs are executed with minimal delay, reducing overall system bottlenecks. The differentiation 

between cancellable, suspendable, and non-preemptable jobs optimizes resource utilization by allowing only 

permissible preemptions, thereby preventing unnecessary computational overhead. Additionally, prioritizing jobs 

with the least progress for suspension ensures minimal disruption to the system's workflow. 

The experimental comparison highlights that the Preemptive Algorithm achieves lower response times, which is 

crucial for latency-sensitive applications. The optimized processing time reflects efficient job execution 

sequencing, and the reduced makespan indicates a more balanced and effective workload distribution across 

available virtual machines (VMs). Such improvements make the proposed algorithm particularly well-suited for real-

time cloud environments where job urgency, execution efficiency, and optimal resource allocation are critical. 

In future work, this approach could be further enhanced by integrating machine learning-based predictive 

scheduling, where historical job execution data is analysed to improve decision-making in preemptive scheduling. 

Additionally, exploring the impact of heterogeneous cloud environments with diverse VM capabilities could 

refine the adaptability of the proposed algorithm. 

Overall, the Preemptive (Proposed) Algorithm offers a robust, efficient, and scalable solution for load balancing in 

cloud computing, making it a viable candidate for real-world deployment in dynamic and high-demand cloud 

infrastructures. 
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