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Integral equations are widely recognized as powerful tools in the field of applied mathematics. 

The numerous types of Volterra Integral equation and their solutions using various approaches 

are covered in this study.The series form demonstrates the solutions' existence and uniqueness. 

Analytical, convergent, and approximate solutions to the Volterra integral equations are 

obtained by solving a few cases. 

Keywords: Differential equation (DE),Ordinary differential equation (ODE),integral equation 

(IE), Volterra integral equations(VIE), Successive approximation method (SAM), boundary 
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INTRODUCTIONS: 

Many problems in mathematical physics [1], theory of elasticity [2,3,4], hydrodynamics [5], quantum mechanics 

[6,7], and contact problems in the theory of elasticity [8,9], take the form of IVPs or BVPs. Numerous branches of 

various sciences are closely related to the theory of IE. Because of these new problems researchers have developed 

alternative techniques for resolving different types of IEs. It is possible to convert many initial and boundary value 

problems related to ODE and PDE into problems involving the solution of certain approximate IEs. The theory of 

the Fourier Integral introduced us to IEs. Another IE was developed by Abel in 1826. It was the Italian 

mathematician V. Volterra and the Swedish mathematician Fredholm who initially developed the theory of IEs. 

Definition: IE 

An IE is an equation that appears under one or more integral symbols and has a function that is not known 

𝑢(∝) = 𝑓(∝) + 𝜆 ∫ 𝐾(∝, 𝜏)𝑦(𝜏)𝑑𝜏
𝑏

𝑎

 

where 𝑦(𝜏) is  the not known function, a and b represent constants, while 𝑓(∝) are known functions. A known 

function is 𝐾(∝, 𝜏). 

VIE: 

VIE of the first kind: 

An IE of linear form expressed as follows. 

f(∝) + λ ∫ M(∝, 𝜏) y(𝜏)d𝜏 = 0
x

a

 

is called VIE of the first kind  

VIE of the second kind: 
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y(∝) = f(∝) + λ ∫ N(∝, 𝜏) y(𝜏)d𝜏
x

a

 

is called VIE of the second kind 

VIE of the Third kind: 

An IE of linear form expressed as follows. 

g(∝)y(∝) = f(∝) + λ ∫ N(∝, 𝜏)y(𝜏)d𝜏
x

a

 

Where 𝑔(∝), 𝑓(∝)𝑎𝑛𝑑 𝑘(∝, 𝑡)are defined functions, while 𝑦(∝) is an unidentified function. A non-zero real or 

complex parameter is referred to as the Volterra IE of the third kind. The function 𝑁(∝, 𝜏) is recognized as the 

kernel of the IE 

VIE of the Fourth kind: 

A linear IE of the form 

u(∝) = y(∝) + ∫ (∝ −𝜏)nu(𝜏) d𝜏, t > 0
x

a

 

SAM: VIE of the second kind 

                                                         𝑚(∝) = 𝑓(∝) + 𝜆 ∫ 𝑁(∝, 𝜏). 𝑚(𝜏)𝑑𝜏                                      
𝑥

0
(1)                

𝑓(∝) is continuous in[0, 𝑎] and 𝐾(∝, 𝜏) is  continuous for 0 ≤∝≤ 𝑎 , 0 ≤ 𝑡 ≤∝. 

Given function 𝑚0(𝑥) continuous in[0, 𝑎].then, replace by 𝑚(𝜏) on R.H.S. of equation (1) by 𝑚0(𝜏), we have  

                                                    𝑚1(∝) = 𝑓(∝) + 𝜆 ∫ 𝑁(∝, 𝜏). 𝑚0(𝜏)𝑑𝜏
𝑥

0
                                   (2) 

But  𝑚1(∝) is not discontinuous in [0, 𝑎] .  

                                                         𝑚2(∝) = 𝑓(∝) + 𝜆 ∫ 𝑁(∝, 𝜏). 𝑚1(𝜏)𝑑𝜏
𝑥

0
      (3)            

But  𝑚2(∝) is not discontinuous in [0, 𝑎] .  

We take a similar approach and arrive at a series of functions. 

𝑚3(∝), 𝑚4(∝), … , 𝑚𝑛(∝), …  

                                       𝑚𝑛(∝) = 𝑓(∝) + 𝜆 ∫ 𝑁(∝, 𝜏). 𝑚𝑛−1(𝜏)𝑑𝜏
𝑥

0
                            (4) 

𝐾(∝, 𝑡) , the sequences  {𝑚𝑛(∝)} converges as 𝑛 → ∞  

 That is   𝑚(∝) = lim
𝑛→∞

𝑚𝑛 (∝) 

VIM for system of ODE: 

Consider the general  DE 

                             𝑃⌊𝑢(∝, 𝑡)⌋ + 𝑀⌊𝑢(∝, 𝑡)⌋ = 𝑔 (∝, 𝑡)           (5)                             

Where M is a nonlinear operator, P is linear operator, 𝑔 (∝, 𝑡) and is in homogeneous function. According to VIM 

we construct a correction functional  )(tu , 

 𝑉𝑛−1(∝, 𝑡) = 𝑉𝑛(∝, 𝑡) + ∫ 𝜆
𝑡

0
 (𝐿 𝑉𝑛(∝, 𝑠) + 𝑀 𝑣𝑛̌ (∝, 𝑠) − 𝑔(∝, 𝑠))𝑑𝑠      (6) 

In this context,𝑣𝑛̌ (∝, 𝑡) represents a restricted variation. The optimal value of the General Lagrange multiplier is 

identified by applying the stationary condition from variational theory. 

Differential Transform Method: 
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The foundation of the DTM was conceived in 1986 by Zhou (Zhou, 1986). He tackled initial value problems, both 

linear and nonlinear, that arise in circuit analysis by applying this transform. The method resembles Taylor’s series 

and produces solutions in the form of polynomials. The basic concept of the DTM is outlined below [6]. 

Definition:𝑘𝑡ℎ Order (DT) of a function 𝑦(∝) = 𝑓(∝) is defined at a point ∝=∝0 as, 

𝑌(𝑘) =
1

𝑘!
[

𝑑𝑘𝑦(∝)

𝑑∝𝑘 ]
∝=∝0

                                                                   (7) 

𝑦(∝) = ∑ (∝ −∝0)𝑘𝑌(𝑘)𝑘=∞
𝑘=0  .                                                                     (8) 

𝑦(∝) = ∑
(∝−∝0)𝑘

𝑘!
{

𝑑𝑘𝑦(∝)

𝑑𝑥𝑘 }𝑘=∞
𝑘=0                                                       (9) 

 An Equation (9) implies that the concept of DTM is derived from Taylor’s series expansion.  

Let us assume that the differential transform of the functions 𝑞(ξ),𝑟(ξ) and 𝑠(ξ) are given 

by 𝑄(𝑝) 𝑅(𝑝) and 𝑆(𝑝)  respectively. Differential transform for the standard functions of one 

variable (Zhou, 1986) are reported in Table 1 

Table 1.                DT 

Sr. 

No. 
Original Function Transformed function 

1 ψ(ξ) = 𝑞(ξ) ± 𝑟(ξ) 𝑄(𝑝) ± 𝑅(𝑝) 

2 ψ(ξ) = 𝑐𝑞(ξ) 𝐹(𝑝) = 𝑐𝑄(𝑝) 

3 ψ(ξ) = 𝑞(ξ) × 𝑟(ξ) ∑ 𝐴(𝑖) × 𝐵(𝑙 − 𝑖)
𝑟

𝑖=0
 

4 ψ(ξ) =
𝑑𝑛(𝑞(ξ))

𝑑ξ𝑛  

(𝑝 + 𝑛)!

𝑝!
𝑄(𝑝 + 𝑛) 

5 ψ(ξ) = 1 𝛿(𝑝) 

6 ψ(ξ) = ξ𝑚
 𝛿(𝑝 − 𝑚) 

7 ψ(ξ) = 𝑒𝜆ξ
 

𝜆𝑝

𝑝!
, 𝜆𝑖𝑠𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

8 ψ(ξ) = sin (𝜔ξ + 𝛼) 

𝜔𝑝

𝑝!
sin (

𝑝𝜋

2
+ 𝛼) 

9 ψ(ξ) = cos (𝜔ξ + 𝛼) 

𝜔𝑝

𝑝!
cos (

𝑝𝜋

2
+ 𝛼) 

10 ψ(ξ) = 𝑥 (
ξ

𝑎
) , 𝑎 ≥ 1 

1

𝑎𝑝 
𝑄(𝑝) 

 

Example 1: Consider the VIE       𝑢(∝) =∝ − ∫ (∝ −𝜏)𝑢(𝜏)𝑑𝜏
∝

0
   with 

𝑢(∝) = 0 Then using successive approximation method, 𝑢0(∝) = 0 

Solution: The first approximation is given obtain 

when        𝑚 = 0        𝑢1(∝) =∝ − ∫ 𝑜. 𝑑𝜏 =∝
∝

0
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𝑚 = 1, 𝑢2(∝) =∝ − ∫ (∝ −𝜏)𝑢1(𝜏)𝑑𝜏 =∝ −
∝

0

∝3

3!
 

𝑚 = 2, 𝑢3(∝) =∝ − ∫ (∝ −𝜏)(𝜏 −
𝑡

0

𝜏3

3!
)  𝑑𝜏 =∝ −

∝3

3!
+

∝5

5!
 

In general  ,                     𝑢𝑚(∝) =  ∝ −
∝3

3!
+

∝5

5!
± ⋯ + (−1)𝑛 ∝2𝑛−1

(2𝑚−1)!
 

Example 2: VIE of the fourth kind 

𝑢(∝) = 1 − ∫ 𝑢(∝)𝑑𝜏,   0 < 𝜏 ≤ 1  , 𝑢(0) = 2
∝

0

 

The exact solution is, 𝑢(∝) = 𝑒−𝜏 

We convert example in to the ODE form  

𝑢′(𝜏) + 𝑢(𝜏) = 0, 0 < 𝜏 ≤ 1 

with the general solution using VIM for system of ODE 

𝑢𝑚+1(𝜏) = 𝑢𝑚(𝜏) + ∫ 𝜆(𝑡, 𝑠){𝐿𝑦𝑛(𝑠) + 𝑁(𝑦𝑛(𝑠) − 𝑔(𝑠))}𝑑𝑠
1

0

 

𝑢(𝜏) = 𝑢𝑛(𝜏) + ∫ 𝜆(𝑡, 𝑠){𝑢′(𝑠) + 𝑢(𝑠)}𝑑𝑠
1

0

 

with the condition                𝜆(𝑡, 𝑠) = −1 this gives  

𝑢𝑚+1(𝜏) = 𝑢𝑚(𝜏) − ∫ (𝑥 − 𝜏){𝑢′(𝜏) + 𝑢(𝜏)}𝑑𝑠
1

0

 

𝑢0(∝) = 1 

Put 𝑚 = 0,  𝑢1(∝) = 2−∝ 

Put 𝑚 = 1, 𝑢(∝) = 2−∝ +
∝2

2!
 

Put 𝑚 = 2, 𝑢(∝) = 2−∝ +
∝2

2!
−

∝3

3!
 

 

Example3: VIE of the fourth kind 

𝑢(∝) = 1−∝ + ∫ 𝑢(𝜏)𝑑𝜏, 0 < 𝜏 ≤ 1  , 𝑢(0) = 𝑢′(0) = 1
𝑥

0

 

 exact solution is ,𝑢(∝) = 𝑒−𝜏 

We  convert example in to the ordinary differential equation form  

𝑢′′(𝜏) − 𝑢(𝜏) = 0 , 0 < 𝜏 ≤ 1 

with the general solution using VIM for system of ODE, 

𝑢𝑛+1(𝜏) = 𝑢𝑛(𝜏) + ∫ 𝜆(𝜏, 𝑠){𝐿𝑢𝑛(𝑠) + 𝑁(𝑢𝑛(𝑠) − 𝑔(𝑠))}𝑑𝑠
1

0

 

𝑢𝑛+1(𝜏) = 𝑢𝑛(𝜏) + ∫ 𝜆(𝑡, 𝑠){𝑢′′(𝜏) − 𝑢(𝜏)}𝑑𝑠
1

0

 

with the condition 𝜆(𝜏, 𝑠) = 𝑥 − 1 this gives  

𝑢𝑛+1(𝜏) = 𝑢𝑛(𝜏) − ∫ (𝑥 − 𝜏){𝑢′′(𝜏) + 𝑢(𝜏)}𝑑𝑠
1

0
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𝑢0(𝑥) = 1−∝ 

                                  Put  𝑛 = 0, 𝑢1(∝) = 1−∝ 

Put 𝑛 = 1,   𝑢2(∝) = 1−∝ +
∝2

2!
 

Put 𝑛 = 2,    𝑢3(∝) = 1−∝ +
∝2

2!
−

∝3

3!
 

Example 4: Consider the  IE       𝑣(∝) = 1+∝ + ∫ (∝ −𝜏) 𝑣(𝜏)𝑑𝜏
∝

0
 

Solution:                                         𝑣(∝) = 1+∝ + ∫ (∝ −𝜏) 𝑣(𝜏)𝑑𝜏
∝

0
 

 Applying Differential transform on both sides 

                         𝐷{𝑣(∝)}= 𝐷{1+∝ + ∫ (∝ −𝜏) 𝑣(𝜏)𝑑𝜏
∝

0
} 

𝑉(𝑘)  = 𝐷[1] + 𝐷[∝] + 𝐷[∫ (∝ −𝑡) 𝑣(𝜏)𝑑𝜏
∝

0
] 

𝑉(𝑘)   = 𝛿(𝑘) + 𝛿(𝑘 − 1) + ∑
𝛿(𝑙−1)𝑉(𝑘−𝑙−1)

𝑘−𝑙

𝑘−1
𝑙=0 − ∑

𝛿(𝑙−1)𝑉(𝑘−𝑙−1)

𝑘

𝑘−1
𝑙=0 , 𝑘 ≥ 1, 𝑉(0) = 1 

𝐹𝑜𝑟 𝑘 = 1 

  𝑉(1) =  𝛿(1) + 𝛿(0) +
𝛿(−1)𝑈(0)

1
−

𝛿(−1)𝑉(0)

1
 

                      𝑉(1) = 1 

  𝑓𝑜𝑟 𝑘 = 2   𝑉(2) =
1

2
=

1

2!
 

 𝑓𝑜𝑟 𝑘 =3,    𝑉(3) =
1

2
−

1

3
=

1

6
=

1

3!
 

          Similarly,                     𝑉(4) =
1

4!
 , 𝑉(5) =

1

5!
 , 𝑉(6) =

1

6!
 , …. 

        Therefore, 

                                𝑣(∝) = ∑ (∝ −∝0)𝑘𝑉(𝑘)𝑘=∞
𝑘=0        

                                      𝑣(∝) = 1+∝ +
∝

2!
+

∝3

3!
+ ⋯  

                                  𝑣(∝) = 𝑒∝ 

CONCLUSION: 

In our study we discuss the various methods to find the solutions of the Volterra IEs of various kind. We obtain the 

solutions in series form .Solutions of the Volterra IEs can be obtain easily, reducing the calculus work by 

Differential transform method. 

REFERENCES 

[1] A.Hamoad, K. Ghadle “On the numerical solution of non-linear Volterra –FredholmIEs by Variational 

iteration method “International Journal of Advanced Scientific and Technical Research, Volume 3 (2016) 

Pages 45-57. 

[2] Abdul MajidWazwaz“Linear and Non-linear IEs Method and Applications” Higher Education Press, Beijing 

and Springer – Verlag Berlin Heidelberg 2011. 

[3]  D.C. Sharma and M.C. Goyal “IEs” PHI Learning Private limited Delhi 110092 2017. 

[4] D.N.Warade, SheetalR.Gamkar, P.H.Munjankar and ArunR.Kamble “Study of IEs used in various fields of 

Science and Engineering” IJRBAT Issue (XI) Volume (II) May 2023 Pages 59-63.  

[5] E. Rama, K. Somaiah , K. Sambaiah “A study of Variational iteration method for solving various types of 

problems” Malaya Journal of Matematik Volume 9 Issue 1 2021 Pages 701-708 

[6] Fawziah Al-saar and Kirtiwant P. Ghadle “Combined L.T, with analytical methods for solving Volterra IEs 

with a convolution kernel.”JKSIAM Volume 22 No-2 (2018) Pages 125-136. 

[7] Mohammed S. MecheeAdil M. Al Ramahi, Raad M. Kadum“Application of Variational Iteration Method for 

Solving A Class of Volterra IEs” Journal of Babylon university Pure and Applied Sciences Volume 24 Issue 9 

2016 



261  
 

J INFORM SYSTEMS ENG, 10(26s) 

[8] NarhariPatil, AvinashKhambayat“Differential Transform Method for system of Linear Differential 

Equations” Research Journal of Mathematical and Statistical Sciences Volume 2 (3) 4-6 March 2014. 

[9] O.M. Ogunlaran and N.K.Oladejo “Effective solution method for the second kind volterra integral equtions 

with separable kernels” International Journal of difference equtions Number 2 Volume 7 (2022) 255-256  

[10] SaharMuharJaabar , Ahmed HadiHussain “A Move Recent Review of the Integral Equtions and their 

applications” Journal of Physics: conference seric 1818 (2021) 012170 

[11] SudhanshuAggarwal, Nidhi Sharma “Laplace Transform for the solutionof 1st kind Linear Volterra IE” 

Journal of Advanced Research in applied Mathematics and Statistics Volume 4 Issue 3 & 4 -2019 page no 16-

23  

[12] YuvrajPardeshi “Analytical Solution of Partial Integro Differential Equations Using Laplace Differential 

Transform method and Comparision with DLT and DET” Asian Journal of applied Science Technology 

Volume 6 Issue 2 April-June 2022 Pages 127-137. 

[13] Zaid M. Odibat “A study on the convergence of Variational iteration method” Mathematical and computer 

Modelling Volume 51 2010 pages 1181-1192 


