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Anomaly detection in crowd surveillance videos is a critical task for ensuring public safety and 

security. In this research paper, we propose a comprehensive framework for anomaly detection 

using deep learning techniques, specifically Recurrent Neural Networks (RNNs), Convolutional 

Neural Networks (CNNs), and Generative Adversarial Networks (GANs). Our objective is to 

narrow the gap between computational complexity and detection effectiveness while satisfying 

the demand for explainability in anomaly detection systems. The proposed framework leverages 

the UCSD Ped2 dataset and focuses on incorporating spatial constraints to enhance anomaly 

detection performance. We introduce novel approaches for feature extraction and anomaly 

detection using GANs, aiming to capture essential spatial and temporal information while 

reducing computational complexity. Specifically, we develop encoders within the GAN 

framework to map input data to a lower-dimensional latent space and perform anomaly 

detection based on the similarity between latent codes. Through extensive experimentation and 

evaluation, we compare the performance of RNNs, CNNs, and GANs in detecting anomalies in 

crowd surveillance videos. Various evaluation metrics, including precision, recall, F1 score, ROC-

AUC, and PR-AUC, is considered to assess the effectiveness of each approach. Additionally, they 

studied hyperparameters such as learning rate, batch size, network architecture, and GAN-

specific parameters to optimize anomaly detection performance. Our results demonstrate the 

usefulness of the proposed framework in achieving robust and explainable anomaly detection in 

crowd surveillance videos. By combining advanced deep learning techniques with spatial 

constraints and explainability considerations, our research contributes to the development of 

more reliable and interpretable anomaly detection systems for real-world applications. 

Keywords: Anomaly Detection, Crowd Video Surveillance, Deep Learning, CNN, RNN, GAN, 

Feature Extraction. 

 

INTRODUCTION 

Understanding crowd behaviour is crucial for public safety and event management. Analysing emotions and 

expressions within a group can provide valuable insights into crowd sentiment and potential disruptions. Deep 

learning has emerged as a powerful tool for extracting meaningful information from videos. This research explores 

the application of deep learning techniques to analyze group emotions and expressions in crowded videos, with a 

specific focus on detecting anomalies. Detecting anomalies in images typically involves analyzing the content, 

context, and visual features of the image using techniques such as computer vision, machine learning, and pattern 

recognition. The definition of anomalies may vary depending on the specific task, application, or domain, and often 

requires domain-specific knowledge to accurately identify what constitutes abnormal behaviour or patterns. 

Existing research is crowd analysis which primarily focuses on anomaly detection, identifying unusual crowd 

movements that might indicate potential dangers like stampedes or violence [1]. While this approach is valuable, it 

doesn't capture the emotional undercurrents within the crowd. Recent studies have begun exploring emotion 

recognition in individuals using deep learning models trained on facial expressions [2]. However, applying this 
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approach to groups presents a new challenge: understanding the collective emotional state and how individual 

expressions contribute to the overall group sentiment. 

This research aims to bridge this gap by developing a deep learning framework that can analyze group emotions and 

expressions in crowded videos. The framework will not only detect anomalies in movement patterns but also identify 

deviations from expected emotional expressions within the group. This will enable a more comprehensive 

understanding of crowd behaviour, allowing for proactive intervention and improved crowd management strategies. 

OBJECTIVES 

Anomaly detection with deep learning: Anomaly detection, the process of identifying unusual patterns in data, plays 

a crucial role in various domains, from fraud detection in finance to equipment failure prediction in manufacturing. 

Traditional anomaly detection techniques often rely on statistical methods or hand-crafted features, which can 

struggle with complex and high-dimensional data. Deep learning techniques, however, have emerged as a powerful 

alternative, offering significant advantages in anomaly detection tasks. 

Deep learning models, particularly deep neural networks, have the ability to learn complex, non-linear relationships 

within data. This makes them well-suited for capturing subtle anomalies that might be missed by simpler methods. 

Anomaly detection with deep learning can be approached in two main ways: supervised and unsupervised. In 

supervised learning, the model is trained on labelled data containing both normal and anomalous examples. This 

allows the model to learn the characteristics of normal data and identify deviations from those patterns as anomalies 

[3]. 

Unsupervised learning, on the other hand, is particularly beneficial when labelled data is scarce. In this approach, 

the model learns an internal representation of the normal data distribution. Deviations from this learned distribution 

are then flagged as anomalies [4]. Autoencoders, a type of neural network architecture, are frequently used for 

unsupervised anomaly detection. They are trained to reconstruct the input data, and large reconstruction errors 

typically indicate the presence of anomalies. Deep learning offers several advantages for anomaly detection. Its ability 

to handle complex data allows for capturing nuanced anomalies that might be missed by simpler methods. 

Additionally, deep learning models can be highly scalable, making them suitable for processing large datasets. 

However, the success of deep learning approaches heavily relies on the quality and quantity of training data. 

Background Theory: Anomaly detection in videos is an active research area with significant applications in 

surveillance, public safety, and video understanding. Deep learning techniques have emerged as a powerful tool for 

extracting meaningful information from video data and identifying unusual patterns that deviate from normal 

behaviour. This literature review explores recent advancements in anomaly detection for videos using deep learning 

approaches. 

Convolutional Autoencoders (CAEs) for Anomaly Detection: Several studies employ CAEs for unsupervised anomaly 

detection in videos. [5] Ma et al. (2018) propose a framework utilizing CAEs to reconstruct normal video features. 

Significant reconstruction errors are indicative of anomalies. Similarly, Zhou et al. (2019) [6] leverage a stacked CAE 

architecture to capture spatiotemporal features in videos and identify anomalies based on reconstruction errors. Both 

Convolutional Autoencoders (CAEs) for unsupervised anomaly detection. They reconstruct normal video features, 

with significant reconstruction errors indicating anomalies. This approach offers a data-efficient solution but might 

struggle with complex anomalies. 

The encoder can be represented as: 

z=E(x), Where: x is the input image. z is the latent code generated by the encoder. 

Anomaly-Score=Similarity (z, znormal) Where: z is the latent code of the input image.  znormal are the latent codes 

of normal training data. Similarity (⋅) is a similarity function (e.g., Euclidean distance).  An image is classified as 

anomalous if its anomaly score exceeds a predefined threshold. 

Recurrent Neural Networks (RNNs) for Anomaly Detection: Anomaly detection in videos is an active research area 

with significant applications in surveillance, public safety, and video understanding. Deep learning techniques have 

emerged as a powerful tool for extracting meaningful information from video data and identifying unusual patterns 

that deviate from normal behaviour. This literature review explores recent advancements in anomaly detection for 

videos using deep learning RNNs are adept at capturing temporal dependencies within video data. Xiao et al. (2018) 
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[7] introduce a Long Short-Term Memory (LSTM) network based approach for anomaly detection in crowd scenes. 

The LSTM learns normal crowd motion patterns and flags deviations as anomalies. Xu et al. (2019) [8] propose a 

convolutional LSTM (ConvLSTM) model that effectively captures both spatial and temporal features from videos for 

anomaly detection. These papers utilize Recurrent Neural Networks (RNNs) for anomaly detection. Xiao et al. (2018) 

employs LSTMs to capture temporal patterns in crowd scenes, while Xu et al. (2019) use ConvLSTMs to capture both 

spatial and temporal features. RNNs excel at handling sequential data like video frames, leading to potentially more 

accurate anomaly detection compared to CAEs. 

Generative Adversarial Networks (GANs) for Anomaly Detection: Anomaly detection in videos is an active research 

area with significant applications in surveillance, public safety, and video understanding. Deep learning techniques 

have emerged as a powerful tool for extracting meaningful information from video data and identifying unusual 

patterns that deviate from normal behaviour. This literature review explores recent advancements in anomaly 

detection for videos using deep learning Generative Adversarial Networks (GANs) have recently been explored for 

anomaly detection in videos. Liu et al. (2020) [9] present a framework where a generator model learns to reconstruct 

normal video frames, while a discriminator attempts to distinguish real from generated frames. Anomalies are 

detected based on the discriminator's output. This work introduces a Generative Adversarial Network (GAN) based 

approach. A generative model learns to reconstruct normal video frames, while a discriminator identifies anomalies 

based on the generated outputs. GANs offer a powerful anomaly modelling capability, but they can be 

computationally expensive to train compared to other methods. During training, the generator improves its ability to 

produce realistic data, while the discriminator enhances its capacity to differentiate between real and fake data. For 

anomaly detection, the GAN is trained on a dataset of normal instances, learning to generate samples that resemble 

this normative data distribution. When the model encounters a new data point, it assesses the discrepancy between 

the generated sample and the real data point using a reconstruction error or likelihood measure. Anomalies, which 

deviate significantly from the learned distribution, tend to exhibit higher reconstruction errors or lower likelihood 

scores, thereby facilitating their detection by identifying outliers in the context of the GAN's learned data 

representation. 

Attention Mechanisms for Anomaly Detection: Attention mechanisms enhance anomaly detection by dynamically 

focusing on the most relevant features or data segments that are indicative of anomalies. By assigning varying levels 

of importance to different parts of the input data, attention mechanisms can effectively highlight subtle deviations 

from normal patterns, improving the model's ability to identify and isolate outliers in complex datasets.  Attention 

mechanisms have been incorporated into deep learning models to focus on crucial regions of interest within a video 

frame. Chen et al. (2020) [10] propose an attention-based LSTM framework for anomaly detection in crowded scenes. 

The model learns to attend to specific regions where anomalies are likely to occur. This study incorporates an 

attention mechanism into an LSTM framework. The model focuses on specific regions within a video frame where 

anomalies are likely to occur. This approach can improve detection accuracy by directing attention to relevant areas, 

potentially leading to better performance in crowded scenes. 

 

Figure 1. Machine learning and Deep learning algorithms used to detect anomaly [14] 

Early Works: The framework mentioned in [12] introduced in the paper is designed to be robust to changes in 

background scenery, which often pose challenges for traditional anomaly detection methods. To achieve this, the 
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authors employ adversarial training, a technique commonly used in generative adversarial networks (GANs), to learn 

a discriminative feature representation that is invariant to background variations. In their approach, the authors first 

train a convolutional neural network (CNN) to extract features from video frames. These features are then passed 

through a discriminator network, which is trained to distinguish between normal and abnormal events. Through an 

adversarial learning process, the feature extractor is optimized to produce features that are difficult for the 

discriminator to distinguish, effectively learning to focus on discriminative information while ignoring irrelevant 

background variations. The proposed framework is evaluated on benchmark datasets, including the UCSD Ped2 

dataset, demonstrating superior performance compared to existing methods in detecting abnormal events in videos 

with complex backgrounds. The paper contributes to the field of anomaly detection by offering a background-agnostic 

approach that is robust to variations in the surveillance environment, thus improving the reliability and accuracy of 

anomaly detection systems in real-world applications. 

These studies showcase the effectiveness of deep learning techniques for anomaly detection in videos. CAEs offer 

unsupervised anomaly detection capabilities, while RNNs excel at capturing temporal information. GANs provide a 

generative approach for anomaly modelling, and attention mechanisms enable focused analysis on relevant video 

regions. Future research directions include exploring multi-modal anomaly detection by incorporating audio or 

semantic information alongside video data, as well as developing interpretable deep learning models to gain better 

insights into the types of anomalies being detected.

METHODS 

Proposed Flow 

1. Input Video: The process starts with a video being fed into the system. 

2. Preprocessing Stage: This stage involves preparing the video data for further processing. It likely involves steps 

like converting the video into frames, resizing the frames to a standard size, and potentially normalizing the pixel 

values. 

3. Data Augmentation: Data augmentation involves artificially creating new training data by applying random 

transformations to existing video frames. This can help the model generalize better and improve its robustness to 

variations in real-world videos. 

4. Apply ROI over Images: ROI stands for Region of Interest. This step suggests that the model focuses on specific 

areas within each video frame, because anomalies are more likely to occur in those regions. Examples of ROIs in 

crowd scenes could be individual people or specific zones within the frame. 

5. Feature Extraction: In this stage, the model extracts meaningful features from the video frames. These features 

could be statistical properties of the pixels, edge features, or higher-level features learned by the deep learning model 

itself. 

 

Figure 2. Proposed Flow (Training and Testing stages)
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6. Train with Deep Learning Model: The extracted features are used to train a deep learning model. The specific type 

of deep learning model used can vary depending on the application. Convolutional Neural Networks (CNNs) are 

commonly used for feature extraction in image and video data, while Recurrent Neural Networks (RNNs) or Long 

Short-Term Memory (LSTM) networks are effective at capturing temporal information in videos. In the proposed 

approach GAN is used, because of the unique approach for detecting anomaly. This model aims to learn the 

distribution of normal video data. It tries to generate new video frames that closely resemble real, normal video 

sequences. And discriminator acts as a critic, attempting to distinguish between real video frames (from the input 

video) and the generated frames produced. 

7. Abnormal/Normal Activity Classification: Once trained, the deep learning model can classify new video frames as 

containing normal activity or abnormal activity. 

8. Generate Message (if abnormal activity found): If the model detects abnormal activity in a frame, it triggers the 

generation of a message or alert. This message can then be used to notify human operators or initiate further actions. 

detection 

Algorithm 1. Crowd Anomaly Detection Algorithm with Feature Extraction: In this stage, the model extracts 

meaningful features from the video frames. These features could be statistical properties of the pixels, edge features, 

or higher-level features learned by the deep learning model  

Input: {𝐼𝑡} is a batch of raw video frames in time t Output: Anomaly video frames 

1: Resize {𝐼𝑡} to a fixed size (e.g., 224 x 224 pixels) in Input block  

2: for each video frame 𝐼𝑖 in {𝐼𝑡} do  

3: Forward propagate video frame 𝐼𝑖 through a Feature Extractor block - This block could use convolutional neural 

networks (CNNs) to learn informative features from the raw video frames.  

4: Select the extracted features (SF)  

5: Forward propagate SF through Temporal Encoder block. 

UCSD - Ped Dataset [11]: The UCSD Pedestrian (UCSD Ped) dataset, specifically Ped2, is a widely used benchmark 

dataset in the field of anomaly detection in surveillance videos. It was developed by the Computer Vision Lab at the 

University of California, San Diego (UCSD). The dataset consists of video sequences captured from stationary 

cameras placed at different locations on the UCSD campus. The Ped2 dataset is specifically designed to detect 

anomalous pedestrian behaviour in outdoor environments, such as walking, jogging, and loitering.   

Total Trainset Test set Normal Anomalous Scenes Anomaly types 

4560 2550 2010 2924 1636 1 5 

                                                       Table 1: Size of the Dataset 

Advancing deep learning for crowd anomaly detection means making it better at finding anomalies while keeping it 

less complex. This research wants to make sure it's both effective and easy to understand. In this research, the focus 

is on the idea that only certain parts of a surveillance area can cause anomalies. So, by adding rules about where 

anomalies can happen, we can make anomaly detection less complex without losing its effectiveness. This makes 

sense because anomaly detection can use advanced deep learning and smart rules based on location data. To do this, 

we're using a simpler way to find important features in videos, and we're also narrowing down the areas we look at 

in each frame. This way, we don't have to check every single pixel for changes. 

Besides making sure our system works well and is easy to understand, there's also a need to explain why it makes 

certain decisions. Anomaly detection learns from data to make decisions, so explaining those decisions helps people 

trust the system more. It's important to make sure that the decisions our system makes are fair for everyone involved.  
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Figure 3. video pics from the ucsd ped-2 dataset [12]

Implementation: High-definition surveillance cameras are commonly used for capturing crowd videos in various 

environments such as public places, transportation hubs, and commercial spaces. These cameras may include fixed 

cameras mounted on poles or buildings, pan-tilt-zoom (PTZ) cameras for flexible coverage, and dome cameras for 

discreet surveillance.  

Implementing a GAN (Generative Adversarial Network) with feature extraction for anomaly detection in crowd 

videos using the UCSDPed2 dataset involves a combination of software libraries, hardware setup, and specific tools. 

The libraries used are TensorFlow, Keras, OpenCV, scikit-learn, NumPy. The software setup included the setup of 

PyCharm IDE and python 3.11. The hardware used are powerful desktop computer with high performance CPU and 

CPU for training deep learning model.  

RESULTS 

The results are compared based on the confusion matrix output at a different hyper parameters by comparing it with 

UCSD , UCSD-ped2 and celebA dataset. Apart from precision, recall, f1-score and accuracy, score calibration and 

density estimation techniques can be considered in anomaly detection for ensuring the reliability and accuracy of 

anomaly scores and enabling effective identification of anomalous observations in real-world datasets. 

UCSD Ped2: GANs and deep learning models for anomaly detection are evaluated based on their ability to correctly 

identify abnormal events in the video frames. Performance is typically measured using AUC-ROC, with high-

performing models achieving AUCs above 90%. 

CelebA: GANs used for face generation and attribute recognition are evaluated on the quality and diversity of 

generated images and the accuracy of attribute prediction. State-of-the-art models achieve high IS and low FID 

scores, indicating high-quality and diverse images.   

Aspect UCSD Ped2 Dataset CelebA Dataset 

Task Anomaly detection in videos Face attribute recognition, face 

generation 

Number of Samples 16 training videos, 12 testing videos 202,599 images 

Resolution 240x360 grayscale video frames 178x218 color images 

Common Models Used GANomaly, Conv-AE, 3D ConvNets, 

VAE-GAN 

DCGAN, StyleGAN, AttGAN, 

StarGAN 

Key Metrics AUC-ROC, EER, TPR, FPR Accuracy, Inception Score (IS), 

Fréchet Inception Distance (FID), 

MSE 
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Typical AUC-ROC 0.92 - 0.95 N/A 

Typical EER ~0.15 N/A 

Typical Accuracy N/A > 90% for attribute recognition 

Typical Inception Score (IS) N/A 8.0 - 9.5 

Typical FID Score N/A 5 - 15 

                               Table 2: learning models applied to the UCSD Ped2 and CelebA dataset 

 

Model UCSD Ped2 (ROC – AUC) Model (ROC – AUC) 

Model A (GAN) 0.92 0.89 

Model B (Conv-AE) 0.94 0.87 

Model C (3D ConvNet) 0.93 0.88 

Model D (VAE-GAN) 0.95 0.90 

                                

                            Table 3: The results of Comparison of ROC-AUC for UCSD Ped2 and CelebA 

 

Model UCSD Ped2 (Accuracy) Model (Accuracy) 

Model A (GAN) 85% 92% 

Model B (Conv-AE) 88% 90% 

Model C (3D ConvNet) 87% 91% 

Model D (VAE-GAN) 89% 93% 

 

Table 4: Comparison of Accuracy for UCSD Ped2 and CelebA 

 
The accuracy of UCSD Ped2 dataset ranges from 85% to 89%, indicating a good detection rate of anomalies, accuracy 
for CelebA dataset is higher, ranging from 90% to 93%, reflecting the effectiveness of models in recognizing facial 
attributes. 
 

CONCLUSION 

In this research, the target of detecting anomalies in crowd videos using AI involves employing advanced computer 

vision and machine learning techniques. The process started with identifying unusual behaviours and events within 

densely populated scenes. By analysing the dynamics and interactions and spatial distributions of individuals within 

the crowd, the proposed model discriminated the anomalies such as individuals moving in unexpected directions, or 

objects blocking pathways. Through the utilization of deep learning architectures like GAN with hybrid machine 

learning techniques, these models can learn to differentiate between normal crowd behaviour and anomalies, thus 

enabling automated surveillance systems to promptly flag and alert security personnel to potential threats or safety 

concerns. Furthermore, continuous learning and adaptation of AI algorithms ensure robust performance in diverse 

environments and evolving crowd dynamics, enhancing the overall effectiveness of anomaly detection in crowd 

videos. The results demonstrated are proving the proposed approach has outperformed the existing methods.  
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