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Epilepsy is a neurological disorder which impacts millions globally and continues to be a major 

public health challenge. The prompt identification of epileptic seizures is essential for effective 

treatment. In this study, we present an innovative methodology designed to enhance the 

accuracy of seizure detection through EEG data analysis. Our strategy involves creating a 

comprehensive EEG database that includes both healthy individuals and those experiencing 

seizures (ictal). We utilize a diverse range of classification models, including random forests, 

decision trees, XGBoost and k-nearest neighbors algorithm. For feature extraction, we have 

selected Linear Discriminant Analysis (LDA) as our preferred technique. The experimental 

results indicate that the random forest model is the most effective, achieving a perfect accuracy 

rate of 100% in detecting epileptic seizures. The decision tree model follows closely with an 

accuracy of 90.00%. Although the kNN algorithm has a slightly lower accuracy of 82.50%, it still 

plays a significant role in differentiating between normal and ictal EEG signals. Our results 

clearly demonstrate the effectiveness of our proposed method in reliably extracting spatial and 

temporal information from multi-channel EEG data, enabling accurate classification of epileptic 

seizures. This research highlights the robustness of our feature extraction approach and its 

potential to improve early diagnosis and treatment of epilepsy. 
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INTRODUCTION 

Epilepsy impacts around three million individuals globally, with estimates suggesting that approximately fifty million 

people have been diagnosed with this condition [1]. It ranks as the third most prevalent neurological disorder in every 

nation across the globe [2]. One of the most challenging features of epileptic seizures is their abrupt and unpredictable 

occurrence [3]. These seizures, which stem from irregular electrical activity present in the brain, pose a public health 

issue worldwide [4]. Timely identification of seizures is crucial for effective and improved patient outcomes. While 

traditional EEG methods have shown effectiveness, the emergence of deep learning and machine learning 

technologies presents promising opportunities for enhancing identification accuracy [5].  

Electroencephalogram (EEG) recordings play a critical role in the analysis of brain disorders by mapping the 

electrical activity as shown in Figure.1 [8-10]. This is achieved through placing electrodes on the scalp and within the 

skull, as illustrated in figure 1. However, the process of obtaining prolonged EEG recordings can be both costly and 

time-intensive [11]. 

This research was conducted to improve the classifier's effectiveness in predicting epileptic seizures. Epilepsy is 

characterized by spontaneous seizures that can last from seconds to minutes. The following frequency bands are 

identified as shown in Figure.2. [12]: 

• Delta waves (0.5–4 Hz): Connected to profound sleep and states of unconsciousness.  

• Theta waves (4–8 Hz): Associated with light sleep, relaxation, and a sense of drowsiness.  

• Alpha waves (8–13 Hz): Present during tranquil, wakeful relaxation with eyes closed.  

• Beta waves (13–30 Hz): Corresponding to active thought processes, problem-solving, concentration. 
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• Gamma waves (30–100 Hz): Engaged in advanced cognitive functions and perception. 

 

Figure 1 An overview of an Electroencephalogram (EEG) recording 

 

Figure 2. Human Brain Waves 

In this research, we introduce a framework for preprocessing EEG data designed to improve the quality of the signals. 

The EEG data is subjected to filtering through a Butterworth band-pass filter, which effectively isolates and retains 

pertinent signal components within a designated frequency range while minimizing noise interference, thus 

facilitating a more accurate analysis of cerebral activity. To further refine detection precision, we apply Linear 

Discriminant Analysis (LDA) for feature extraction. LDA is recognized as a powerful method for capturing 

discriminative features from multi-channel EEG signals. To assess the effectiveness of our proposed methodology, 

we implement various classification models, including including random forests, decision trees, XGBoost and k-

nearest neighbors algorithm. The experimental findings reveal that the Random Forest model surpasses the other 

classifiers, gaining an exceptional accuracy of 100% in the detection of epileptic seizures. 

METHODS AND METHODOLOGY 

(a) Database 

The electroencephalogram dataset utilized in this research was found from the University Hospital in Bonn, 

Germany. This dataset includes total 200 single-channel EEG recordings. Each has duration of 23.6 sec, and is 

divided into two types: non-epileptic and epileptic. The dataset designated as S contains recordings of epileptic 

seizure events, while dataset Z comprises EEG recordings from 100 healthy subjects, collected using external surface 

electrodes under conditions where participants alternated between having their eyes open and closed. 

Figure 3 illustrates a block diagram that outlines the proposed methodology. The process begins with the application 

of a Butterworth Bandpass Filter (BFF) to the input EEG brain signals, aimed at removing artifacts. The third block 
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is dedicated to feature extraction, utilizing the Linear Discriminant Analysis (LDA) technique, which effectively 

reduces the dimensionality while retaining the most significant features of the raw EEG signals. In the fourth block, 

a variety of classifiers are utilized to categorize the extracted features. The final block presents the classification 

outcomes. Within this framework, the datasets Z and S are examined and classified into two distinct categories: 

normal (Z) and epileptic seizure (S). 

 

Figure 3 Proposed Methodologies 

The proposed methodology involves the analysis and categorization of two datasets, designated as Z and S, into two 

separate classifications. The class representing epileptic seizures (S) is incorporated within the normal category (Z) 

of epilepsy. The table 1 delineates the characteristics of EEG signals in normal individuals compared to those in 

patients with epilepsy, focusing on specific features: 

1. Alpha Waves 

• Normal Individual: In a healthy person, alpha waves, which signify a state of relaxation while awake, are typically 

observed. 

• Epileptic Patient: In contrast, these waves may be either absent or markedly diminished in individuals suffering 

from epilepsy, especially during seizure events. 

2. Epileptiform Spikes 

• Normal Individual: A healthy EEG does not exhibit these abnormal, high-amplitude spikes. 

• Epileptic Patient: The presence of epileptiform spikes, which reflect atypical neuronal activity. 

3. Frequency of Alpha Waves 

• Normal Individual: The standard frequency range for alpha waves is between 8-13 Hz, which is deemed normal. 

• Epileptic Patient: When alpha waves are present in epileptic patients, their frequency generally remains within 

the normal range. 

4. Frequency of Epileptiform Spikes 

• Normal Individual: Such abnormal spikes are absent in a healthy EEG. 

• Epileptic Patient: The frequency of epileptiform spikes is typically observed between 3-30 Hz, which is considered 

abnormal and indicative of seizure activity. 

This comparison underscores the distinct EEG patterns that serve to differentiate normal individuals from those with 

epilepsy, thereby facilitating the identification and diagnosis of the condition. 

Table 1. The distinctions in EEG waveforms between a healthy individual and a patient with epilepsy 

Feature Normal person Epileptic patient 

Alpha waves Present May be absent or reduced 

Epileptiform spikes Absent Present 

Frequency of alpha waves 8-13 Hz Normal 

Frequency of epileptiform spikes 3-30 Hz Abnormal 

(b) Artifact Removal 

The preprocessing of electroencephalography (EEG) data is an essential step to guarantee the reliability and clarity 

of brain activity signals. EEG recordings frequently suffer from contamination due to various forms of noise and 

artifacts, including electrical interference, muscle contractions, and eye blinks. Such artifacts can mask significant 

neural information, resulting in misleading interpretations. A commonly employed technique for mitigating these 

artifacts is the utilization of a Butterworth Band-Pass Filter, which is described in detail below. 
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Algorithm 1: Artifact Removal 

Step 1: Definition of the Transfer Function   

The transfer function H(s) of a Butterworth bandpass filter quantitatively characterizes the correlation between the 

input and output signals within the frequency domain. This relationship is articulated in equation 1. 

H(s) = 
1

𝑠𝑁 . 
1

𝑆2+ 
𝑆

𝑄
+1

  …..           (1) 

The transfer function of the filter is denoted as H(s), where s represents the complex frequency variable. The 

parameter N indicates the order of the filter, which influences the steepness of the filter's roll-off. Additionally, Q 

refers to the quality factor of the filter, which governs the sharpness of the bandpass response. 

Step 2: Coefficients for Implementation   

The transfer function H(s) undergoes discretization and is subsequently implemented in digital signal processing 

(DSP) through the utilization of filter coefficients b and a, as delineated in equation 2.  

H(s) = B(s) / A(s)…….           (2) 

The polynomial B(s) serves as the numerator, encapsulating the coefficients denoted by b. Conversely, A(s) functions 

as the denominator, representing the coefficients labeled as a. The precise values of 'b' and 'a' are contingent upon 

several factors, including the filter orderm the lower cutoff frequency, the upper cutoff frequency and the sampling 

frequency. 

(c)Feature Extraction 

Linear Discriminant Analysis serves as a strategy for feature extraction that aims to enhance classification accuracy 

by pinpointing the most distinguishing features within a dataset. This research utilizes LDA to decrease the 

dimensionality of the feature set while maintaining the critical information necessary for differentiating between 

various classes. The application of LDA is intended to improve the effectiveness of detecting epileptic seizures: 

Algorithm 2: Feature Extraction 

1. Calculate the Mean Vectors: For each class, determine the mean vector as shown in equation.3. 

μc =  
1

Nc
 ∑ xi

Nc
i=1 …….           (3) 

where xirepresents feature vectors for class c and Nc is the number of samples in that class. 

2. Compute the Scatter Matrices as shown in equation.4. 

Sw =   ∑ ∑ (xi − μc)Nc
i=1

C
c=1 xi − μc

T…….         (4) 

where μ is the overall mean of all samples. 

The Generalized Eigenvalue Problem is addressed by LDA, which determines a projection matrix W, through the 

resolution of the eigenvalue equation.5. 

𝐒𝐰
−𝟏𝐒𝐛 𝐖 = 𝛌𝐖…..           (5) 

The transformation matrix 𝑊 is constructed from the eigenvectors associated with the largest eigenvalues, enabling 

the projection of the dataset into a lower-dimensional space while maintaining the distinction between two classes. 

(d) Classification Models 

In order to signify the core ideology of this methodology, it has been employed a battery of classification models, 

consists: 

1. K-Nearest Neighbour (KNN) 

KNN is a technique for the new data classification by evaluating its resemblance to previously encountered data. This 

algorithm retains the entire dataset and categorizes new data points into the most analogous class, thereby facilitating 

the classification process for incoming inputs. As a non-parametric and lazy learning method, KNN refrains from 
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making any assumptions regarding the underlying data distribution and engages in classification only when required. 

During the training phase, the algorithm merely retains the dataset, and it classifies new instances by identifying and 

comparing them to the closest category. The operational mechanics of KNN can be delineated through the following 

algorithm. 

The classification process utilizing K-Nearest Neighbors (KNN) commences with the selection of an appropriate value 

for K. The Euclidean distance is measured by equation.6.  

D(y, z) =√∑ (yi − zi)
2n

i …..          (6) 

Following this calculation, the K nearest neighbors is identified based on the determined distances. The algorithm 

then assesses the distribution of categories among these neighbors, ultimately assigning the new data point to the 

class that has the greatest representation among them. 

2. Random Forest 

Random Forest operates by integrating the predictions of multiple decision trees rather than relying on a solitary 

tree. This ensemble method employs majority voting to ascertain the final output, whereby an increased number of 

trees contributes to a reduction in overfitting and an enhancement in accuracy. The process of Random Forest unfolds 

in two distinct phases: first, it constructs the forest by compiling N decision trees, and then it proceeds to generate 

predictions based on each tree developed during the initial phase. 

The process of classification using Random Forest initiates with the random selection of K data points from the 

training dataset. These selected subsets are utilized to construct decision trees. A predetermined total number of 

decision trees (N) is established, and the initial two steps are iterated until the requisite number of trees is generated. 

For the classification of new data points, predictions are collected from each individual tree, and the ultimate 

classification is derived from the majority vote across all trees. 

3. Decision Tree 

A Decision Tree is a technique employed for classification purposes. It organizes data by systematically dividing it 

into smaller subsets according to the values of various features, resulting in a structure that resembles a tree. The 

construction of a Decision Tree follows several essential steps: 

1. Identify the Optimal Feature: Determine which feature most effectively separates the data, utilizing metrics such 

as Gini Impurity or Information Gain. 

2. Formulate Decision Nodes: Divide the dataset into branches according to the selected feature. 

3. Continue the Splitting Process: Persist in dividing the subsets until a predetermined stopping criterion is satisfied, 

such as when all instances belong to a single class or a specified maximum depth of the tree is achieved. 

4. Label the Terminal Nodes: The concluding nodes, or leaves, signify the class labels or the predicted outcomes in 

the case of regression. 

Although Decision Trees are easy to interpret and visualize, they are prone to overfitting. To improve their 

generalization, techniques like pruning and ensemble methods, such as Random Forests, are commonly used. 

4. XGBoost (Extreme Gradient Boosting) 

XGBoost is an advanced and effective machine learning algorithm that utilizes gradient boosting techniques, making 

it highly suitable for both classification and regression problems. Its optimization for speed and performance has 

contributed to its popularity in data science competitions as well as in practical applications across various industries. 

XGBoost Mechanism: 

• Model Initialization: Begin with a basic weak learner, typically a simple decision tree. 

• Residual Calculation: Determine the discrepancies between the actual outcomes and the predicted values. 

• Tree Training: Construct a new tree aimed at reducing the residual errors. 

• Weight Adjustment: Increase the weights assigned to incorrectly classified instances. 

• Iteration: Persist in adding trees until a predetermined stopping condition is satisfied. 

• Final Output: Combine the predictions from all trees to produce the ultimate result. 
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RESULTS AND DISCUSSION 

The comparative evaluation of various techniques for detecting epileptic seizures through EEG data underscores the 

efficacy of distinct feature extraction and classification methods, as illustrated in Table 2. The 1D-LBP and PCA-ICA-

LDA techniques achieved an impressive accuracy of 99.5%, indicating their strong feature extraction capabilities. In 

a similar vein, the HHT-SVM method reached an accuracy of 99.13%, while the Time Frequency RD-STFT approach 

demonstrated a marginally higher accuracy of 99.8%. The Multiwavelet Transform (MWT) technique recorded an 

accuracy of 99.85%, and the AESD method achieved 99.6%, both reflecting significant potential for seizure detection. 

The Genetic Algorithm method yielded an accuracy of 99.2%, affirming its effectiveness in feature selection. Notably, 

the proposed system utilizing the Random Forest classifier surpassed all previously mentioned methods, attaining a 

flawless accuracy of 100%, which highlights its exceptional capability to differentiate between non-epileptic and 

epileptic signals. This finding emphasizes the proposed methodology's effectiveness in enhancing the precision of 

seizure detection and improving diagnostic and therapeutic outcomes for patients. 

Table 2. Results pertaining to the normal and seizure classifications 

Method Accuracy (%) 

1D-LBP [14] 99.5 

PCA-ICA-LDA[15] 99.5 

HHT-SVM[16] 99.13 

Time Freq,RD-STFT[17] 99.8 

MWT[18] 99.85 

AESD[19] 99.6 

Genetic Algorithm[20] 99.2 

Proposed System (Random Forests) 100 

The evaluation of various classifiers was conducted using metrics such as accuracy, precision, recall, and F-score to 

assess their efficacy in detecting epileptic seizures, as detailed in Table 3 and Figure.4. The Random Forest classifier 

was identified as the most proficient model, achieving a perfect score of 100% across accuracy, precision, recall, and 

F-score, thereby illustrating its strong capability in accurately recognizing seizure patterns. Both the Decision Tree 

and XGBoost classifiers reached an accuracy of 90%, exhibiting flawless precision (100%) but slightly reduced recall 

at 82.60%, which resulted in an F-score of 90.47%. In contrast, kNN classifier demonstrated the lowest accuracy at 

82.5%, despite also achieving perfect precision (100%); however, its recall was notably lower at 73.07%, culminating 

in an F-score of 84.44%. In summary, the Random Forest model was established as the most dependable option for 

epileptic seizure detection, while the Decision Tree and XGBoost classifiers yielded competitive outcomes, and kNN 

exhibited moderate performance. 

Table 3. Performance evaluation for proposed model 

“Classifier” “Accuracy in %” “Precision in %” “Recall in %” “F-Score in %” 

“Decision tree” 90.0% 100% 82.60% 90.47% 

Random Forests 100% 100% 100% 100% 

k-Nearest Neighbors (kNN) 82.5% 100% 73.07% 84.44% 

XGBoost 90.0% 100% 82.60% 90.47% 

 

Figure 4 Performance evaluation for proposed model 
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The efficacy of Linear Discriminant Analysis (LDA) as a method for feature extraction was assessed by analyzing 

classifier accuracy across various classes both with and without the application of LDA as shown in Figure.5.  

 

Figure 5 Various Class Comparisons Utilizing and Excluding LDA 

The findings reveal a significant enhancement in classification performance when LDA is utilized. In the absence of 

LDA, Class 2 recorded the highest accuracy at 90%, whereas Classes 3, 4, and 5 exhibited lower accuracy rates of 70%, 

65%, and 65%, respectively. Conversely, when LDA was employed, Class 2 achieved a perfect accuracy of 100%, 

underscoring the technique's capability in effectively differentiating features. Classes 3, 4, and 5 also experienced 

improvements, attaining accuracy levels of 75%, 66.25%, and 70%, respectively. These findings underscore the 

beneficial impact of incorporating LDA on classification accuracy, particularly for Class 2, which reached flawless 

classification. Although the enhancements in the other classes are modest, the overall influence of LDA on feature 

extraction and classification efficacy is clearly demonstrated. 

CONCLUSION 

This research illustrates the efficacy of utilizing EEG for the detection of epileptic seizures through Linear 

Discriminant Analysis (LDA) for feature extraction, alongside various machine learning classifiers. The Random 

Forest model proposed in this study achieved an impressive accuracy rate of 100%, surpassing conventional detection 

methods. A comparative analysis of classification outcomes with and without the application of LDA underscores its 

critical role in enhancing feature discrimination and overall detection precision. The findings suggest that the 

integration of machine learning with robust feature extraction methodologies can substantially improve the accuracy 

of seizure prediction and classification. 

Moreover, the study emphasizes LDA's capability to reduce dimensionality while preserving essential discriminative 

features. This enhancement not only boosts the performance of classifiers but also increases computational efficiency, 

thereby facilitating real-time EEG analysis. The results indicate that the incorporation of optimization strategies, 

such as genetic algorithms or deep learning-based feature selection, may further elevate classification performance. 

Future investigations could aim to strengthen the resilience of seizure detection models by integrating deep learning 

approaches, enabling real-time processing, and incorporating multi-modal EEG data. Additionally, enhancing 

computational efficiency for practical clinical applications and examining the effects of adaptive models for 

personalized seizure prediction could lead to improved patient outcomes. The exploration of explainable AI (XAI) 

techniques to enhance the interpretability of classification outcomes for clinical practitioners represents another 

promising avenue. Furthermore, validating the proposed system on larger and more diverse EEG datasets will be 

essential to ensure its generalizability and effectiveness in clinical environments. 
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