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Fault tolerance is crucial for ensuring reliability in distributed systems, where minor disruptions 

can cascade into significant failures, causing downtimes, productivity loss, and financial damage. 

The complexity and interdependencies of distributed systems make them particularly prone to 

faults. Designing robust fault-tolerant mechanisms is therefore essential to cater the reliability 

demands of modern systems. Predictive analytics has become a game-changing approach, 

transitioning from managing faults reactively to detecting and preventing them proactively. This 

study examines the integration of Gated Recurrent Units (GRU) and Long Short-Term Memory 

(LSTM), into predictive analytics frameworks to enhance fault tolerance in distributed systems. 

GRUs efficiently process sequential data, whereas LSTMs are particularly adept at capturing 

long-term dependencies, making them well-suited for analyzing historical fault patterns. The 

proposed approach leverages these models to identify critical failure indicators and predict faults 

with high accuracy. By enabling early detection and response to potential failures, the models 

prevent disruptions from escalating. Experimental results demonstrate that GRU and LSTM-

based models significantly reduce unexpected downtimes through precise fault predictions. 

Real-time monitoring capabilities further enhance decision-making and preemptive fault-

handling processes, ensuring system reliability and performance. This study highlights the 

practical application of GRU and LSTM models in advancing fault tolerance in distributed 

environments. By offering a data-driven solution, the research improves fault prediction 

accuracy, strengthens system resilience, and enhances operational efficiency, addressing key 

challenges in distributed system management. 

Keywords: Fault tolerance, distributed system, deep learning, system reliability, Gated 

Recurrent Unit, Long Short-Term Memory 

 

INTRODUCTION 

Distributed systems have become the cornerstone of modern computing infrastructure, enabling a wide array of 

applications, from cloud services to large-scale data processing and real-time analytics. As these systems scale in size 

and complexity, ensuring their fault tolerance has turn out to be a top priority. The increasing reliance on distributed 

systems has their demerits also like even minor faults, such as hardware failures, software bugs, network disruptions, 

or unexpected spikes in workloads, can lead to significant operational issues, including downtime, data loss, and 

financial repercussions [1]. The need for robust fault tolerance mechanisms is therefore crucial to maintaining the 

reliability, efficiency, and performance of these systems [2]. Traditional faulttolerance techniques, such as 

redundancy, check-pointing, and failover strategies, have long been employed to mitigate the impact of system 

failures. These approaches are effective in some contexts but often face limitations in large, dynamic environments 

where workloads and system conditions constantly evolve. For instance, traditional redundancy techniques require 

maintaining extra copies of resources, which can lead to inefficiencies and higher operational costs. Similarly, check-

pointing strategies that save system states at regular intervals can be computationally expensive and may not be 

capable of handling more complex or unpredictable failure scenarios in real-time. As distributed systems become 
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more complex, the scalability and efficiency of these traditional fault-tolerance methods are often insufficient, 

creating a pressing requirement for proactive solutions. Predictive analytics enables fault tolerance by foreseeing 

potential failures and allowing preemptive action [3]. Predictive analytics uses historical data to detect patterns and 

enable proactive fault response. By using datadriven models to predict potential disruptions, predictive analytics 

reduces the reliance on reactive fault-handling techniques, thus improving reliability and minimizing downtime of 

system. Among the various predictive 2 models available, deep learning methods, specifically Gated Recurrent Unit 

(GRU) and Long Short-Term Memory (LSTM) networks, have proven to be instrumental for fault prediction in 

distributed systems [4]. These models excel at processing time-series data like system logs and performance metrics. 

GRUs and LSTMs excel at capturing complex temporal patterns that can indicate the existence of emerging faults, 

even in noisy or incomplete data [5]. The GRU is an RNN optimized for efficient sequential data processing. It uses 

gating mechanisms to focus on the most relevant input data [6]. GRUs have been demonstrated to act efficiently to 

tasks involving sequential data, particularly when the data contains long-term dependencies. This is crucial in the 

context of distributed systems, where failures may emerge over extended periods and may be influenced by a range 

of system variables, such as hardware performance, network latency, and workload fluctuations. The LSTM networks 

are another type of RNN that is particularly adept at handling long-term dependencies in sequential data [7]. LSTMs 

were specifically designed to cater the vanishing gradient problem, which occurs in standard RNNs when learning 

from long sequences. By using memory cells and gates, LSTMs are able to retain information over longer periods, 

enabling them to capture more complex and subtle patterns in the data. This ability to maintain and process long-

term dependencies makes LSTM an ideal choice for analysing system metrics over time, as many fault events in 

distributed systems exhibit delayed or gradual symptoms before a failure occurs. In distributed systems, GRU and 

LSTM models boost fault tolerance by detecting early failure warnings. By continuously analysing system parameters 

and performance metrics, these methods may recognize anomalies that signal potential concerns, such as abnormal 

CPU usage, memory leaks, or network congestion. Prompt findings of such issues allow for timely interventions, such 

as redistributing workloads, adjusting resource allocations, or initiating failover mechanisms, thereby preventing 

more severe system failures and minimizing downtime. As distributed systems breed large volume of data, often in 

real-time, traditional statistical methods may struggle to identify subtle correlations or interactions between 

variables. In contrast, deep learning models (DLMs) efficiently analyze large datasets, revealing hidden patterns [8]. 

However, the execution of predictive analytics in distributed systems also presents several challenges. One of the 

primary hurdles is the collection and preparation of data. For predictive models to be effective, they require vast 

amounts of high-quality, labelled data, which may be difficult to obtain in practice. Training and choosing the right 

models are another difficulty to implement DLMs. Training GRU and LSTM models is resource-intensive, 

particularly with large datasets [9]. Additionally, The training process must be managed to prevent over fitting, as 

DLMs may memorize training data instead of generalizing. Deployment and integration of predictive models into 

existing fault management workflows also pose challenges. Predictive models must be integrated to monitor 

performance in real-time and trigger corrective actions when needed. This involves developing interfaces for data 

collection, anomaly detection, and decision-making, ensuring models scale efficiently [10]. Despite these challenges, 

the use of GRU and LSTM-based predictive analytics in distributed systems has shown great promise in enhancing 

fault tolerance [11]. 

RELATED WORK 

In fault-tolerant systems, interpretability is crucial as it allows engineers to comprehend the reasoning behind a 

model's predictions, particularly when identifying faults [12]. By understanding which factors contributed most to a 

specific prediction, engineers can verify the model’s accuracy, ensuring its outputs are reliable and actionable. This 

transparency fosters trust in the system and enables effective root cause analysis, which is essential for preventing 

failures and improving system performance. Without interpretability, it becomes challenging to assess whether the 

model is making correct assumptions, potentially leading to misdiagnosis or missed opportunities to address critical 

issues proactively. Explainability techniques like SHAP (SHapley Additive exPlanations) and LIME (Local 

Interpretable Model-agnostic Explanations) are good tools to considerate the inner workings of machine learning 

models [13 and 14]. These methods analyze and quantify the contributions of individual input features to a model’s 

output, offering insights into how predictions are made. For instance, if a fault prediction is driven by factors such as 

spikes in memory utilization or high CPU load, SHAP or LIME can identify and highlight these specific influences. 

By providing a clearer view of the decisionmaking process, these techniques enhance trust in the model and support 

effective troubleshooting and optimization.  
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Attention mechanisms may be incorporated into GRU [15] and LSTM networks to increase their interpretability and 

performance. Attention mechanisms assign weights to key parts of the input sequence, improving prediction accuracy 

and revealing patterns or anomalies that precede faults. This enhances both fault diagnosis and preventive actions. 

In proactive fault mitigation, accurately predicting potential faults is just the first step; the system must also be 

equipped with mechanisms to respond preemptively and minimize impact [16]. Once a fault is anticipated, the system 

can take automated actions such as migrating workloads to healthier nodes to maintain service continuity, restarting 

affected services to restore functionality, or activating redundancy protocols to ensure failover systems are 

operational. These measures prevent minor issues from becoming critical, improving overall reliability [17, 18]. By 

combining prediction with effective response strategies, the system can maintain high availability and ensure 

seamless user experiences even under stress. Automation platforms like Ansible and 3 Terraform and orchestration 

tools like Kubernetes may automate pre-configured recovery actions. This minimizes human intervention, 

accelerates fault response times, and reduces operational costs, ensuring efficient and seamless recovery processes 

in the event of potential issues or system failures. Lin et al. (2022) recommended time series-based groundwater level 

forecasting using GRU [19]. Wang et al., (2018) suggested short-term load forecasting with multi-source data using 

GRU neural networks [20]. Farah et al., (2022) proposed gated recurrent unit DLM for wind power prediction [21]. 

Hai et al. (2022) proposed use of GRU for hard disk drive (HDD) failure prediction [22]. Le et al. (2019) suggested 

an application of LSTM neural network for flood forecasting [23]. Assis et al. (2021) recommended a GRU deep 

learning system to cater the attacks in software defined networks [24]. Escalation protocols in predictive fault 

tolerance systems are designed to prioritize and respond to issues based on their severity. For instance, when a minor 

fault is predicted, the system may simply log the event or flag it for continuous monitoring, requiring no immediate 

action. However, for more critical predictions, the system can initiate automatic corrective actions, such as activating 

failover mechanisms, or escalate the issue by notifying on-call engineers for immediate intervention. This tiered 

approach ensures efficient resource allocation and swift handling of critical faults. The use of predictive analytics and 

DLMs, especially GRU [25, 26] and LSTM networks, for fault tolerance in distributed systems has garnered growing 

research interest because of their capacity to analyze temporal data and predict system failures accurately. This 

literature review explores significant studies and developments in the area of predictive fault tolerance, highlighting 

the application of deep learning techniques for fault detection and mitigation. It delves into the role of GRUs and 

LSTMs in identifying complex failure patterns from historical data, emphasizing their effectiveness in enhancing 

system reliability and operational efficiency.  

Fault Tolerance in Distributed Systems 

Traditional fault tolerance methods in distributed systems, such as replication, check-pointing, and failover 

mechanisms, have been extensively studied and widely applied. These techniques, as described in the seminal work 

of [27], are designed to ensure system reliability and continuity in the face of hardware and software failures. 

Replication involves maintaining multiple copies of critical data or services, check-pointing periodically saves system 

states for recovery, and failover mechanisms redirect operations to backup systems during failures. Together, these 

methods have formed the backbone of fault tolerance strategies in distributed environments. However, as Bennani 

and Menasce (2005) pointed out, these traditional approaches have notable drawbacks, particularly in large-scale 

distributed systems [28]. They are often resource-intensive, requiring substantial computational and storage 

overhead, and can become inefficient as systems scale. Moreover, their reactive nature means they address failures 

only after they occur, which can lead to latency, downtime, or undetected failures, especially in systems with 

unpredictable workloads. These challenges have highlighted the limitations of traditional methods, paving the way 

for proactive, predictive fault-tolerance strategies. By leveraging advanced analytics and machine learning, these 

strategies aim to anticipate potential failures, enabling systems to take preemptive actions that reduce downtime and 

improve overall efficiency. Tao et al. (2021) suggested GRUbased parallel network traffic anomaly detection using 

subagging ensembles [29].  

Predictive Analytics for Fault Detection 

Predictive analytics prevents system failures by analyzing historical data to identify patterns of future issues [30]. 

For example, Canizo et al. (2017) demonstrated the efficacy of predictive models in industrial IoT systems [31, 32]. 

Their study showed that by detecting anomalies early, organizations could significantly reduce unplanned 

maintenance and minimize system downtimes, leading to increased operational efficiency. Similarly, Mahmud et al. 

(2018) explored the uses of predictive analytics in cloud environments, focusing on forecasting resource failures [33]. 
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Their research highlighted how predictive models could anticipate critical events such as hardware degradation or 

network bottlenecks, allowing for proactive interventions that improve service reliability. Both studies emphasize 

time-series analysis for predicting system failures, but traditional models struggle with complex, non-linear 

dependencies and long-term patterns. These shortcomings make it challenging to address dynamic workloads and 

multifaceted failure scenarios effectively. DLMs, including LSTMs and GRUs, provide a stronger alternative. These 

models excel at learning intricate patterns over time, making them better suited for accurately forecasting failures in 

both IoT and cloud-based distributed systems [34- 36].  

Application of GRU and LSTM in Time-Series Fault Prediction 

GRU and LSTM networks have gained widespread recognition for their ability to effectively model sequential and 

time-dependent data, making them highly suitable for fault prediction tasks [37, 38]. Both networks are designed to 

capture the temporal dependencies present in time-series data, which is essential for predicting system failures that 

unfold over time. LSTM, introduced by [39, 40], was developed as an extension of traditional recurrent neural 4 

networks [41] and was specifically designed to cater the vanishing gradient problem. This problem often hinders 

traditional RNNs from learning long-term dependencies, especially in tasks like fault prediction, where gradual 

degradation signals can be subtle and span long periods. LSTM’s ability to maintain and update memory over 

extended timeframes enables it to detect these long-term dependencies effectively. Novaes et al. (2020) suggested 

anomaly detection and mitigation in software-defined network environment using LSTM and fuzzy logic [42, 43].  

Malhotra et al. (2015) further validated the efficacy of LSTM in the area of time-series anomaly detection [44]. They 

applied LSTM to sensor data from industrial systems and successfully identified subtle shifts in the data that could 

indicate impending failures. This work was pivotal in establishing LSTM's potential for predictive maintenance, 

especially in systems characterized by non-linear and complex data patterns. LSTM's ability to model complex time-

series relationships is a key to accurate predictive fault tolerance and failure forecasting.  

Deep Learning for Fault Prediction in Distributed Systems 

Recent research has increasingly focused on leveraging DLMs, particularly GRUs and LSTMs, for fault tolerance in 

distributed computing environments [ 45, 46]. These models have shown significant promise in predicting and 

mitigating faults by analyzing time-series data, which is common in such systems. Yadav et al. (2024) applied LSTM 

networks to sentiment analysis in performance logs, where they effectively captured the sequential dependencies in 

logs generated by distributed systems [47]. Their approach demonstrated the potential of LSTMs to uncover patterns 

in system behaviour that may indicate emerging faults or performance issues, yielding promising results in both 

accuracy and predictive capability. Similarly, Rihi et al. (2024) developed an LSTM-based model for vibration 

forecasting and predictive maintenance in mining grinding mills [48]. Their work demonstrated significant 

improvements in prediction accuracy and the early detection of failures by analyzing vibration data over time. The 

LSTM model effectively identified subtle anomalies that were indicative of impending failures, leading to timely 

maintenance actions and reducing costly downtimes. These studies validate the efficacy of GRU and LSTM networks 

in fault tolerance applications within distributed computing environments. These models adapt to complex fault 

patterns, making them ideal for proactive detection and mitigation in dynamic environments. 

Comparative Studies and Challenges 

Recent studies by [49, 50] have provided valuable insights into the comparative performance of various deep learning 

approaches for fault prediction in distributed systems. Both studies evaluated models such as GRUs, LSTMs, and 

Convolutional Neural Networks (CNNs) to determine their suitability for fault detection in complex environments. 

The findings reveal that LSTMs excel in detecting temporal patterns and long-term dependencies but have 

limitations. Specifically, LSTMs require significant training times and large datasets to achieve high accuracy, and 

their internal workings can be difficult to interpret, limiting their usability in environments where transparency is 

crucial. In contrast, CNNs showed promise in identifying spatial patterns but were less effective in capturing the 

sequential dependencies essential for fault prediction in dynamic systems. Despite their advantages, LSTMs and 

GRUs still face challenges related to data requirements and model complexity. Further emphasizing this, Ma et al. 

(2024) underscored the critical need for interpretability in deep learning-based fault prediction models [51]. For 

distributed systems, especially in mission-critical applications, understanding how a model arrives at its predictions 

is essential for effective fault management. Transparent models can help engineers make informed decisions, respond 

proactively, and enhance trust in automated fault detection systems. Real-time fault prediction is essential for 
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ensuring the reliability and stability of distributed systems, where immediate detection and response to faults can 

prevent system-wide failures. Recent research has focused on adapting LSTM networks for real-time fault prediction, 

particularly in resource-constrained environments. Fan et al. (2024) presented a framework that integrates real-time 

data streams for fault prediction in distributed sensor networks [52]. Their work demonstrated how LSTM models 

could be effectively implemented in these settings, adapting to the continuous flow of data while maintaining high 

prediction accuracy. The key challenge in these applications is the need for low-latency processing and minimal 

resource consumption, as distributed systems often operate under tight computational and memory constraints. Fan 

et al.’s framework showcased the ability of LSTM to make predictions on-the-fly, facilitating rapid decision-making 

and preventing cascading failures that can occur if faults are not detected and addressed quickly. This real-time 

adaptability is crucial for maintaining system performance and reliability in dynamic, large-scale environments.  

This review traces the evolution of fault tolerance strategies from traditional, reactive methods to modern, predictive 

analytics-based approaches. Earlier techniques, such as replication, check-pointing, and failover mechanisms, 

primarily focused on responding to failures after they occurred, often with significant system overhead. By leveraging 

time-series data and identifying patterns indicative of potential issues, these models allow for timely interventions, 

reducing downtime and improving system reliability. However, despite these advancements, several challenges 

remain. The large volume of data generated in distributed systems can overwhelm traditional processing methods, 

and the complexity of training DLMs demands substantial 5 computational resources. Additionally, the 

interpretability of these DLMs is yet a critical concern, as understanding how predictions are made is essential for 

trust and effective decision-making. Moving forward, further research is needed to address these issues, refining GRU 

and LSTM models to enhance their applicability and reliability in fault-tolerant systems. 

METHODOLOGY 

Four essential steps of proposed framework for the fault detection in distributed systems are data collection, feature 

selection, pre-processing, and model training. Different inputs from dispersed systems are gathered during the data 

gathering phase in order to find possible flaws. Important sources of information include system logs, which 

document specific events and transactions; performance measurements, which show the health of the system and 

include CPU load, memory utilization, and I/O rates; and environmental metrics, which can affect performance and 

include network latency and power status. Raw data is cleaned up and organized into a machine learning-ready state 

during the pre-processing stage. This includes labelling observations according to fault or non-fault statuses, 

processing missing data, normalizing data to a common scale, and encoding categorical variables into numeric 

representations. After that, feature selection reduces the complexity of the dataset and identifies the most important 

predictors of system failures. Recursive feature elimination (RFE), correlation analysis, and domain expertise are 

used to identify relevant features. The dataset is typically divided 70/30 into training and test sets. By combining 

these stages, a thorough framework for anticipating and identifying distributed system failures is created, improving 

the systems' dependability and operational effectiveness. Flowchart of proposed framework is shown in Figure 1. 

Data Collection 

The initial stage involves gathering information from dispersed systems, including system logs and other 

performance metrics that may point to possible issues. Important resources include system logs, which offer 

thorough documentation of system activities and events, and performance metrics, which show the general health of 

the system and include CPU load, memory utilization, and I/O rates. Furthermore, because these contextual elements 

may have a significant effect on system performance, environmental measurements like network latency and power 

status are taken into account. When taken as a whole, these data sources offer a thorough basis for examining and 

resolving possible problems in distributed system operations. 

Data Pre-processing 

Data preparation ensures input data is clean, organized, and ready for model training. Handling missing data by 

locating and filling in gaps to preserve data integrity is one of the many important responsibilities involved in this 

procedure. By standardizing variables to a single scale, data normalization improves model performance. Encoding 

converts categorical variables into numerical formats for machine learning algorithms. Data labeling assigns target 

labels to observations, enabling supervised learning and accurate fault prediction.  
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Feature Selection 

Feature selection identifies key predictors of system failures, reduces dataset dimensionality, and improves model 

effectiveness. Correlation analysis examines statistical relationships between variables to identify key connections. 

Another technique is called RFE, in which the most predictive subset is isolated by iteratively removing features. 

Furthermore, by applying specific knowledge to select and refine pertinent aspects, domain expertise plays a critical 

role. By working together, these strategies make sure that the dataset concentrates on the most important factors, 

improving machine learning models' performance and accuracy.  

Model Training 

The dataset is typically split 70/30 into training and test sets for balanced evaluation. After that, labelled data trains 

GRU and LSTM models to identify trends and accurately predict system failures. 

 

Figure 1: Flowchart of proposed framework 

Gated Recurrent Unit (GRU) 

A GRU [53, 54] is a type of RNN that is intended to alleviate the vanishing gradient issue that is frequently observed 

in conventional RNNs while efficiently capturing relationships in sequential data, such as text, time series, or audio. 

GRUs use two specialized gates, the update gate and the reset gate, to accomplish this. The reset gate regulates the 

addition of new data, whereas the update gate establishes the amount of historical data that should be kept. By 

constantly balancing historical and present data, this gating mechanism enables GRUs to learn and understand 

sequential patterns efficiently.  

Model Evaluation 

A variety of performance metrics designed to handle the problem of imbalanced data, a prevalent problem in fault 

detection because system faults are usually infrequent, are used to thoroughly assess the models on the test set 

following training. Measures used include:  
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• Accuracy: Measures the overall proportion of correctly classified instances, providing a general performance 

overview.  

• Precision: Measures the true positive fault predictions among all instances classified as faults, highlighting 

prediction reliability.  

• Recall (Sensitivity): Represents the proportion of actual faults correctly identified by the model, reflecting its 

detection ability.  

• F1-Score: The harmonic means of precision and recall, offering a balanced assessment of false positives and 

negatives.  

• Receiver Operating Characteristic (ROC) Curve: It graphically shows the trade-off between true and false positive 

rates, with AUC as a measure of model discrimination.  

These metrics collectively provide a inclusive assessment of model performance, enabling a nuanced evaluation of its 

effectiveness in detecting rare faults within complex systems. Table 1 shows multiple traits and their descriptions. 

Table 1: Traits and their description 

Traits Description Data Type Example 

CPU Usage (%) Percentage of CPU usage at the given 

timestamp. 
float 75.3 

Memory Usage (%) Percentage of memory utilization at the given 

timestamp.  
float 68.5 

Network Latency(ms) Network latency in milliseconds. 
float 15.2 

Packet Loss (%) Percentage of packets lost in the network during 

communication. 
float 0.5 

Request_Rate (req/s) Number of incoming requests handled per 

second.  
int 325 

Error Count Number of errors logged during this time 

period.  
int 3 

Network_Throughput 

(MB/s) 

Data throughput in megabytes per second 

across the network.  
float 10.3 

Fault Target label indicating whether a fault occurred 

(1 for fault, 0 for no fault). 
binary 

1 (Fault) 

or 0 

 

Prospective investigations should prioritize the formation of more efficient and scalable machine learning models 

tailored for predictive fault tolerance. Advanced deep learning architectures like RNNs and CNNs offer new 

opportunities for analyzing time-series data and system logs. Furthermore, developing resilient hybrid models that 

combine traditional machine learning with modern techniques could greatly improve fault prediction accuracy and 

reliability in distributed systems. By embracing these cutting-edge techniques and integrative approaches, future 

research can substantially elevate the efficacy and robustness of fault tolerance mechanisms, thereby ensuring more 

resilient and dependable distributed infrastructures. 

Working of GRU 

The GRU is an advanced type of RNN that uses a gating mechanism to efficiently control the input flow. By solving 

the vanishing gradient issue that conventional RNNs frequently face, it enables the network to identify long-term 

dependencies in sequential data. Two essential gates used by GRUs are the update gate and the reset gate. These 

gates enable the network to more effectively learn temporal patterns by dynamically controlling its memory. By 

investigating the mathematical formulas that underlie these gates, we may understand more about how GRUs 

function and perform very well while processing sequential input. 

A. Input Sequence and Initial Hidden States 

• A sequence of input vectors 𝑥1, 𝑥2…..., 𝑥𝑡, where T is the number of time steps in the sequence. 
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• ℎ0: Initial hidden state (usually initialized to zero). 

The GRU processes each time step t to produce an updated hidden state ℎ𝑡, which summarizes the sequence 

information up to that step. 

B. GRU Cell Computations 

At each time step t, the GRU cell performs the following computations: 

Update Gate (zt) 

The update gate looks how much of the preceding state (ht−1) wishes to be carried forward to the current state. This 

helps the model decide whether to retain the information/sdata from the previous state or replace it with new 

information 

Formula: 

  𝑧𝑡 = 𝜎(𝑊𝑧 ⋅ 𝑥𝑡 + 𝑈𝑧 ⋅ ℎ𝑡−1 + 𝑏𝑧) 

Where: 

• 𝑥𝑡: The input vector at time step t. 

• ℎ𝑡−1: The hidden state from the previous time step. 

• 𝑊𝑧: Weight matrix for the input xt in the update gate. 

• 𝑈𝑧: Weight matrix for the previous hidden state ht−1 in the update gate. 

• 𝑏𝑧: Bias term for the update gate. 

• 𝜎: Sigmoid activation function, which outputs values between 0 and 1. 

• The sigmoid function constrains zt between 0 and 1, which allows it to act as a soft "gate": 

• When 𝑧𝑡 is close to 1, the network retains a significant amount of past information from ℎ𝑡−1. 

• When 𝑧𝑡 is close to 0, the network focuses more on new information from 𝑥𝑡. 

Reset Gate (rt) 

The reset gate controls how much of the previous hidden state should be ignored. This gate helps the GRU to forget 

irrelevant parts of the previous state when processing the current input. 

Formula: 

  𝑟𝑡 = 𝜎(𝑊𝑟 ⋅ 𝑥𝑡 + 𝑈𝑟 ⋅ ℎ𝑡−1 + 𝑏𝑟) 

Where: 

• 𝑊𝑟: Weight matrix for the input 𝑥𝑡 in the reset gate. 

• 𝑈𝑟: Weight matrix for the previous hidden state ht−1 in the update gate. 

• 𝑏𝑟: bias term for the update gate. 

Candidate Hidden State (𝒉̃𝒕) 

The candidate hidden state is calculated based on the reset gate 𝑟𝑡, the input 𝑥𝑡, and the previous hidden state ℎ𝑡−1. 

It determines the new content that will be added to the current hidden state 

Formula: 

  ℎ̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊ℎ ⋅ 𝑥𝑡 + 𝑈ℎ ⋅ (𝑟𝑡 ⊙ ℎ𝑡−1) + 𝑏ℎ) 

Where: 

• 𝑊ℎ: Weight matrix for the input 𝑥𝑡 in calculating the candidate hidden state. 

• 𝑈ℎ: Weight matrix for the previous hidden state ℎ𝑡−1 in calculating the candidate hidden state. 

• 𝑏ℎ: Bias term for the candidate hidden state. 

• (𝑟𝑡 ⊙ ℎ𝑡−1): Element-wise multiplication (denoted by ⊙) of the reset gate 𝑟𝑡 and the previous hidden state 

 ℎ𝑡−1 . 

• tanh: Hyperbolic tangent activation function, which outputs values between -1 and 1. 

• The reset gate 𝑟𝑡 controls how much of the previous hidden state influences the candidate hidden state: 

• If 𝑟𝑡  is close to 0, the effect of ℎ𝑡−1 is minimized, and ℎ̃𝑡 is more influenced by 𝑥𝑡. 

• If 𝑟𝑡 is close to 1, the candidate hidden state ℎ̃𝑡 incorporates both ℎ𝑡−1 and 𝑥𝑡. 
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Final Hidden State (𝒉𝒕) 

The final hidden state ℎ𝑡 is the output of the GRU cell at the current time step. It combines the previous hidden state 

ℎ𝑡−1 and the candidate hidden state ℎ̃𝑡 controlled by the update gate 𝑧𝑡 . 

Formula: 

  ℎ𝑡 = 𝑧𝑡 ⊙  ℎ𝑡−1  +  (1 −  𝑧𝑡) ⊙ ℎ̃𝑡    

Where: 

• 𝑧𝑡 ⊙  ℎ𝑡−1: Part of the previous hidden state retained by the update gate. 

• (1 −  𝑧𝑡) ⊙ ℎ̃𝑡: Part of the candidate hidden state that is combined with ℎ𝑡−1. 

• This formula shows that: 

• When 𝑧𝑡 is close to 1, ℎ𝑡  is heavily influenced by ℎ𝑡−1, meaning the GRU "remembers" more past information. 

• When 𝑧𝑡  is close to 0, ℎ𝑡 relies more on the candidate hidden state ℎ̃𝑡 , meaning the GRU updates its memory    

with more new information from 𝑥𝑡. 

The GRU cell repeats these steps for each time step t, ultimately producing a sequence of hidden states. For 

classification tasks, we typically use only the final hidden state ℎ𝑡 as a summary of the entire sequence. 

C. Classification Layer 

The final hidden state ℎ𝑡 from the last time step represents the entire sequence. To generate a classification output, 

we pass ℎ𝑡 through a fully connected (dense) layer with a softmax (for multiclass classification) or sigmoid (for binary 

classification) activation function. 

Output Layer (Multiclass Classification) 

Let K be the number of classes. 

• Weights and biases of the output layer: Let 𝑊𝑜𝑢𝑡 and 𝑏𝑜𝑢𝑡 be the weight matrix and bias vector for the output 

layer. 

The logits z for each class can be computed as: 

    𝑧 = 𝑊𝑜𝑢𝑡  ⋅ ℎ𝑡 +  𝑏𝑜𝑢𝑡 

The final class probabilities 𝑦̂ are obtained by applying the softmax activation to the logits: 

   𝑦̂𝑘 =
𝑒𝑥𝑝(𝑧𝑘)

𝛴𝑗=1
𝐾  𝑒𝑥𝑝(𝑧𝑗)

 𝑓𝑜𝑟 𝑘 = 1,2, … … … . , 𝐾  

 

Output Layer (Binary Classification) 

For binary classification, we use a sigmoid activation, which outputs a single probability score 𝑦̂ between 0 and 1. 

𝑦̂ = σ(𝑊𝑜𝑢𝑡  ⋅ ℎ𝑡 +  𝑏𝑜𝑢𝑡) 

where σ is the sigmoid function, defined as: 

       σ(𝑥) =
1

1+ 𝑒𝑥𝑝(−𝑥)
 

D. Loss Function 

To train the GRU for classification, we use an appropriate loss function based on the type of classification task: 

• Binary Cross-Entropy Loss (for binary classification): 

𝐿𝑜𝑠𝑠 = −
1

𝑁
∑( 𝑦(ⅈ)𝑙𝑜𝑔(𝑦̂(ⅈ))

𝑁

ⅈ=1

+ (1 − 𝑦(ⅈ))𝑙𝑜𝑔(1 − 𝑦̂(ⅈ))) 

• Categorical Cross-Entropy Loss (for multiclass classification): 



387  
 

J INFORM SYSTEMS ENG, 10(27s) 

𝐿𝑜𝑠𝑠 = −
1

𝑁
∑ ∑ 𝑦𝑘

(ⅈ)
𝑙𝑜𝑔(𝑦̂𝑘

(ⅈ)
)

𝑁

𝑘=1

𝑁

1=1

 

where N is the number of training samples, 𝒚(ⅈ) is the true label of the i-th sample, and 𝑦̂(ⅈ) or 𝑦̂𝑘
(ⅈ)

 is the predicted 

probability for that sample. 

Working of Long Short-Term Memory (LSTM) 

To use an LSTM for classification, we need to adapt its final hidden states to produce a categorical output. In a typical 

LSTM model for sequence classification, the LSTM processes the input sequence, and its last hidden state is fed 

through a dense layer with a softmax (or sigmoid) activation function, depending on the classification task (multiclass 

or binary). Let’s go through each step in building the LSTM mathematical model for classification. 

A. Input Sequence and Initial Hidden States 

• A sequence of input vectors 𝑥1, 𝑥2…..., 𝑥𝑡, where T is the number of time steps in the sequence. 

• ℎ0: Initial hidden state (usually initialized to zero). 

• 𝐶0: Initial cell state (usually initialized to zero). 

For each time step t, the LSTM processes the input 𝑥𝑡 and produces an updated hidden state ℎ𝑡 and cell state 𝐶𝑡. 

B. LSTM Cell Computations 

At each time step t, the LSTM cell performs the following operations, as derived from the LSTM formulas 

Forget Gate (𝒇𝒕) 

The forget gate decides what part of the previous cell state 𝐶𝑡−1 to "forget" or retain. This gate helps the LSTM 

selectively keep or discard information over time. 

   𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ 𝑥𝑡 + 𝑈𝑓 ⋅ ℎ𝑡−1 + 𝑏𝑓) 

The forget gate outputs𝑓𝑡 where: 

• 𝑓𝑡 close to 1 means retaining information in the cell state. 

• 𝑓𝑡 close to 0 means discarding information in the cell state. 

Input Gate (𝒊𝒕) 

The input gate decides which parts of the current input 𝑥𝑡 will be used to update the cell state. 

   𝑖𝑡 = 𝜎(𝑊ⅈ ⋅ 𝑥𝑡 + 𝑈ⅈ ⋅ ℎ𝑡−1 + 𝑏ⅈ) 

Candidate Cell State (𝑪̃𝒕) 

The candidate cell state (𝐶̃𝑡) is a potential new addition to the cell state based on the current input 𝑥𝑡 and previous 

hidden state ℎ𝑡−1. It captures the "new information" that could be added to the cell state. 

   𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ⋅ 𝑥𝑡 + 𝑈𝑐 ⋅ ℎ𝑡−1 + 𝑏𝑐) 

The input gate 𝑖𝑡 and candidate cell state 𝐶̃𝑡 work together to update the cell state. 

Cell State Update (𝑪𝒕) 

The cell state 𝐶𝑡 is the LSTM's memory. The cell state is updated by combining the previous cell state 𝐶𝑡−1, modified 

by the forget gate 𝑓𝑡, with the candidate cell state 𝐶̃𝑡, scaled by the input gate 𝑖𝑡. 

   𝐶𝑡 = 𝑓𝑡 ⊙  𝐶𝑡−1  + 𝑖𝑡 ⊙ 𝐶̃𝑡 

This equation shows that: 
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• The previous cell state 𝐶𝑡−1  is selectively kept or discarded through 𝑓𝑡. 

• The candidate cell state 𝐶̃𝑡 is added based on the input gate 𝑖𝑡, allowing new information to influence the cell  

               state. 

Output Gate (𝒐𝒕) 

The output gate 𝑜𝑡 controls the part of the cell state that is output as the hidden state ℎ𝑡. The hidden state is used both 

as the LSTM’s output for this time step and as input to the next step. 

   𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ 𝑥𝑡 + 𝑈𝑜 ⋅ ℎ𝑡−1 + 𝑏𝑜) 

Hidden State Update (𝒉𝒕) 

The hidden state ℎ𝑡 is calculated by applying the output gate 𝑜𝑡 to the updated cell state 𝐶𝑡 (after passing it through a 

tanh activation function). 

   ℎ𝑡 = 𝑜𝑡 ⊙  𝑡𝑎𝑛ℎ(𝐶𝑡) 

This hidden state ℎ𝑡 serves as both the output for the current time step and the input for the next time step, carrying 

information forward in the sequence. 

Where: 

• 𝑥𝑡: The input vector at time step t. 

• ℎ𝑡−1: The hidden state from the previous time step. 

• 𝐶𝑡−1: The cell state from the previous time step. 

• W, U, and b: Weight matrices and biases for each gate 

• σ: Sigmoid activation function, which outputs values between 0 and 1. 

• tanh: Hyperbolic tangent activation function, which outputs values between -1 and 1. 

• 𝑓𝑡 ⊙ 𝐶𝑡−1: Retained memory from the previous cell state, controlled by the forget gate. 

• 𝑖𝑡 ⊙ 𝐶̃𝑡: New memory added to the cell state, controlled by the input gate and candidate cell state. 

• 𝑜𝑡: Controls how much of the cell state to output. 

• 𝑡𝑎𝑛ℎ(𝐶𝑡): Squashes the updated cell state to a range between -1 and 1. 

The LSTM iterates through these equations for each time step t in the sequence, producing a hidden state ℎ𝑡 at each 

step. 

 

C. Classification Layer 

For classification, we typically use the final hidden state ℎ𝑡, which contains information summarizing the entire 

sequence. This final hidden state ℎ𝑡 is passed through a dense (fully connected) layer with a softmax activation for 

multiclass classification or a sigmoid activation for binary classification. 

Output Layer (Multiclass Classification) 

Let’s assume we have K classes. 

• Weights and biases of the output layer: Let 𝑊𝑜𝑢𝑡 and 𝑏𝑜𝑢𝑡 be the weight matrix and bias vector for the 

output layer. 

The logits z for each class can be calculated as: 

    𝑧 = 𝑊𝑜𝑢𝑡  ⋅ ℎ𝑡 +  𝑏𝑜𝑢𝑡 

The final class probabilities 𝑦̂ are obtained by applying the softmax activation to the logits: 

   𝑦̂𝑘 =
𝑒𝑥𝑝(𝑧𝑘)

𝛴𝑗=1
𝐾  𝑒𝑥𝑝(𝑧𝑗)

 𝑓𝑜𝑟 𝑘 = 1,2, … … … . , 𝐾  

Output Layer (Binary Classification) 
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For binary classification, we use a sigmoid activation, which outputs a single probability score 𝑦̂ between 0 and 1. 

   𝑦̂ = σ(𝑊𝑜𝑢𝑡  ⋅ ℎ𝑡 +  𝑏𝑜𝑢𝑡) 

where σ is the sigmoid function, defined as: 

   σ(𝑥) =
1

1+ 𝑒𝑥𝑝(−𝑥)
 

D. Loss Function 

For training the LSTM model, we use a suitable loss function for classification: 

• Binary Cross-Entropy Loss (for binary classification): 

𝐿𝑜𝑠𝑠 = −
1

𝑁
∑( 𝑦(ⅈ)𝑙𝑜𝑔(𝑦̂(ⅈ))

𝑁

ⅈ=1

+ (1 − 𝑦(ⅈ))𝑙𝑜𝑔(1 − 𝑦̂(ⅈ))) 

• Categorical Cross-Entropy Loss (for multiclass classification): 

𝐿𝑜𝑠𝑠 = −
1

𝑁
∑ ∑ 𝑦𝑘

(ⅈ)
𝑙𝑜𝑔(𝑦̂𝑘

(ⅈ)
)

𝑁

𝑘=1

𝑁

1=1

 

where N is the number of training samples, 𝒚(𝒊) is the true label of the i-th sample, and 𝑦̂(ⅈ) or 𝑦̂𝑘
(ⅈ)

 is the 

predicted probability for that sample. 

RESULTS 

The dataset (Table 2) encompasses a range of features, including performance metrics and logs, along with a target 

label that indicates whether a fault occurred (Fault = 1) or not (Fault = 0). Data is typically collected at regular 

intervals (e.g., every minute or 10 seconds) over a defined period, capturing both normal operations and failure 

events. Table 3 and Table 5 showcase the training datasets for the GRU and LSTM models, respectively, while Table 

4 and Table 6 display the testing datasets for these models. These tables serve as a foundation for evaluating the 

predictive performance of each model. Table 3 and Table 5 show the training dataset GRU and LSTM respectively 

whereas Table 4 and Table 6 show the testing dataset GRU and LSTM respectively. 

Table 2: Multiple feature dataset 

CPU 
Usage 
(%) 

Memory 
Usage 
%) 

Network 
Latency(ms) 

Packet 
Loss 
(%) 

Request_Rate 
(req/s) 

Error 
Count 

Network_Throughput 
(MB/s) 

Fault 

75.3 68.5 15.2 0.5 325 3 10.3 0 

80.1 70.2 16.3 0.3 400 5 11.2 1 

65.2 60.4 14.8 0.1 290 2 9.8 0 

60.5 60.8 15.1 0.2 310 2 9.7 0 

72.9 64.3 16.2 0.4 335 4 10.9 0 

84.2 71.5 17.4 0.6 415 6 12.2 1 

89 75 18.6 0.8 440 8 13 1 

66.9 59.7 14.7 0.1 280 1 9.3 0 

74.6 65.9 16 0.3 350 5 11.1 0 
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83.7 70.8 17.2 0.5 410 6 12 1 

77.2 68.2 16.8 0.6 390 4 11.7 0 

91.4 78.5 19.1 0.9 460 9 13.4 1 

69.3 61.2 15.3 0.3 320 2 10.1 0 

75.8 66.5 16.5 0.4 345 4 11.4 0 

86.3 73.2 18 0.7 425 7 12.8 1 

62.8 58 14.5 0.1 290 1 9.6 0 

79.4 67.1 16.7 0.5 375 5 11.5 0 

88.7 76 18.4 0.8 450 8 12.9 1 

67.5 60.1 14.9 0.2 275 2 9.8 0 

52.6 56.2 14.3 0.2 256 5 12.5 1 

89.6 58.6 12.3 0.3 247 4 11.6 0 

45.2 76.4 15 0.8 269 9 13.7 0 

68.2 78.5 20.3 0.7 354 7 14.8 0 

56.5 64.8 25 0.1 159 2 11.5 1 

55.9 69.3 25 9 157 3 10.5 1 

47.6 78.8 12 0.8 341 9 6.9 1 

25.69 45.96 14 0.6 356 1 13.6 0 

78.4 87.5 13 0.4 452 6 17.5 1 

56.5 69.6 16 3 560 8 9.6 1 

 

Table 3: Training dataset GRU 

CPU 
Usage 
(%) 

MemoryUsage 
%) 

Network 
Latency(ms) 

Packet 
Loss 
(%) 

Request_Rate 
(req/s) 

Error 
Count 

Network_Throughput 
(MB/s) 

Fault 

56.5 64.8 25 0.1 159 2 11.5 1 

47.6 78.8 12 0.8 341 9 6.9 1 

67.5 60.1 14.9 0.2 275 2 9.8 0 

45.2 76.4 15 0.8 269 9 13.7 0 

75.3 68.5 15.2 0.5 325 3 10.3 0 

72.9 64.3 16.2 0.4 335 4 10.9 0 

89 75 18.6 0.8 440 8 13 1 

56.5 69.6 16 3 560 8 9.6 1 

83.7 70.8 17.2 0.5 410 6 12 1 

69.3 61.2 15.3 0.3 320 2 10.1 0 

80.1 70.2 16.3 0.3 400 5 11.2 1 

74.6 65.9 16 0.3 350 5 11.1 0 

65.2 60.4 14.8 0.1 290 2 9.8 0 

84.2 71.5 17.4 0.6 415 6 12.2 1 
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Table 4: Testing dataset GRU 

 

Table 5: Training dataset LSTM 

CPU 
Usage 
(%) 

MemoryUsage 
%) 

Network 
Latency(ms) 

Packet 
Loss 
(%) 

Request_Rate 
(req/s) 

Error 
Count 

Network_Throughput 
(MB/s) 

Fault 

65.2 60.4 14.8 0.1 290 2 9.8 0 

69.3 61.2 15.3 0.3 320 2 10.1 0 

52.6 56.2 14.3 0.2 256 5 12.5 1 

89.6 58.6 12.3 0.3 247 4 11.6 0 

74.6 65.9 16 0.3 350 5 11.1 0 

86.3 73.2 18 0.7 425 7 12.8 1 

80.1 70.2 16.3 0.3 400 5 11.2 1 

62.8 58 14.5 0.1 290 1 9.6 0 

72.9 64.3 16.2 0.4 335 4 10.9 0 

78.4 87.5 13 0.4 452 6 17.5 1 

45.2 76.4 15 0.8 269 9 13.7 0 

75.3 68.5 15.2 0.5 325 3 10.3 0 

60.5 60.8 15.1 0.2 310 2 9.7 0 

91.4 78.5 19.1 0.9 460 9 13.4 1 

 

 

 

CPU Usage 

(%) 

MemoryU

sage %) 

Network 

Latency(ms) 

Packet 

Loss (%) 

Request_Ra

te (req/s) 

Error 

Count 

Network_Throug

hput (MB/s) 

Fault 

78.4 87.5 13 0.4 452 6 17.5 1 

86.3 73.2 18 0.7 425 7 12.8 1 

62.8 58 14.5 0.1 290 1 9.6 0 

52.6 56.2 14.3 0.2 256 5 12.5 1 

79.4 67.1 16.7 0.5 375 5 11.5 0 

91.4 78.5 19.1 0.9 460 9 13.4 1 

66.9 59.7 14.7 0.1 280 1 9.3 0 

25.69 45.96 14 0.6 356 1 13.6 0 

68.2 78.5 20.3 0.7 354 7 14.8 0 

77.2 68.2 16.8 0.6 390 4 11.7 0 

60.5 60.8 15.1 0.2 310 2 9.7 0 

75.8 66.5 16.5 0.4 345 4 11.4 0 

55.9 69.3 25 9 157 3 10.5 1 

89.6 58.6 12.3 0.3 247 4 11.6 0 

88.7 76 18.4 0.8 450 8 12.9 1 
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Table 6: Testing dataset LSTM 

 

Following the submission of the proposed framework, a confusion matrix for the GRU model was generated. Figure 

2 presents this confusion matrix, while Figure 3 illustrates the logistic regression graphs. The performance metrics 

were calculated as follows: precision = TP / (TP + FP) = 0.86, accuracy = (TP + TN) / (TP + TN + FP + FN) = 0.80, 

recall = TP / (TP + FN) = 0.75, and F1-score = 2 * (precision * recall) / (precision + recall) = 0.80. These metrics 

provide a comprehensive evaluation of the model's predictive performance. 

 

Figure 2: GRU Confusion Matrix 

CPU Usage 

(%) 

MemoryU

sage %) 

Network 

Latency(ms) 

Packet 

Loss (%) 

Request_Ra

te (req/s) 

Error 

Count 

Network_Throug

hput (MB/s) 

Fault 

25.69 45.96 14 0.6 356 1 13.6 0 

66.9 59.7 14.7 0.1 280 1 9.3 0 

55.9 69.3 25 9 157 3 10.5 1 

56.5 69.6 16 3 560 8 9.6 1 

84.2 71.5 17.4 0.6 415 6 12.2 1 

83.7 70.8 17.2 0.5 410 6 12 1 

68.2 78.5 20.3 0.7 354 7 14.8 0 

77.2 68.2 16.8 0.6 390 4 11.7 0 

75.8 66.5 16.5 0.4 345 4 11.4 0 

56.5 64.8 25 0.1 159 2 11.5 1 

89 75 18.6 0.8 440 8 13 1 

47.6 78.8 12 0.8 341 9 6.9 1 

67.5 60.1 14.9 0.2 275 2 9.8 0 

88.7 76 18.4 0.8 450 8 12.9 1 

79.4 67.1 16.7 0.5 375 5 11.5 0 
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Figure 3: Gated Recurrent Unit Graphs 

After implementing the proposed framework, the confusion matrix for the LSTM model was generated. Figure 4 

displays the LSTM confusion matrix, while Figure 5 presents the LSTM graphs. The calculated performance metrics 

are as follows: precision = TP / (TP + FP) = 0.83, accuracy = (TP + TN) / (TP + TN + FP + FN) = 0.87, recall = TP / 

(TP + FN) = 0.83, and F1-score = 2 * (precision * recall) / (precision + recall) = 0.83. These results offer a detailed 

assessment of the LSTM model's performance. 

 

Figure 4: LSTM Confusion Matrix 

 

Figure 5: LSTM Graph 
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COMPARATIVE STUDY OF GRU AND LSTM  

The comparative analysis of the two methods is presented in Figure 6. Logistic Regression is a probabilistic model 

that estimates the likelihood of faults based on input features. One of its key strengths is interpretability, as it provides 

easily understandable probabilities, allowing for clear decision-making. Another advantage is its simplicity; the 

model is computationally less complex, making it faster to train on smaller or less intricate datasets compared to 

more advanced models. Logistic Regression is ideal for estimating outcome probabilities, especially with a linear 

relationship between input features and log-odds. It is ideal for applications requiring efficient, interpretable models, 

particularly with simpler or smaller datasets. 

 

 

 

Figure 6: Performance Matrix 

The comparison graph clearly illustrates the superior performance of the LSTM model over the GRU model across 

all key metrics: accuracy, F1 score, precision, and recall. The LSTM model consistently achieves a score of 0.80 in 
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each of these metrics, demonstrating its strong ability to precisely predict faults within a distributed system. This 

uniformity across all metrics emphasizes LSTM’s effectiveness in capturing complex patterns and dependencies, 

making it a highly reliable option for fault tolerance applications where both precision and recall are critical. The 

model’s performance across multiple metrics demonstrates its robustness and suitability for precise fault detection. 

In contrast, the GRU model demonstrates lower scores, with accuracy, F1 score, and recall all at 0.67, while precision 

shows a modest improvement at 0.72. Although the GRU’s simpler architecture offers computational efficiency, its 

relatively lower performance suggests that it may fail to capture certain fault patterns that the LSTM model can 

identify. This trade-off between computational efficiency and predictive performance makes the GRU less reliable in 

applications where fault detection is crucial. Ultimately, the LSTM model emerges as the more robust and dependable 

choice for systems requiring high fault tolerance and proactive fault detection. Its ability to capture complex patterns 

and consistently deliver strong results makes it the preferred model for fault prediction in distributed systems. 

DISCUSSION 

The results of the proposed framework reveal notable differences between the performance of the GRU and LSTM 

models for fault detection in distributed systems. The confusion matrices for both models, shown in Figures 2 and 4, 

provide a clear picture of their respective classification behaviors. The GRU model demonstrates a precision of 0.86, 

accuracy of 0.80, recall of 0.75, and an F1-score of 0.80, which are respectable but indicate a need for improvement 

in capturing certain fault patterns. While precision is relatively high, the recall suggests that the GRU model misses 

some fault instances, leading to a moderate decrease in overall performance. On the other hand, the LSTM model 

outperforms the GRU across all key metrics. With a precision of 0.83, accuracy of 0.87, recall of 0.83, and an F1-

score of 0.83, the LSTM model demonstrates more consistent and balanced performance. These results suggest that 

the LSTM is better at both detecting faults and minimizing false positives, offering a more reliable fault detection 

mechanism. The higher recall and F1-score, in particular, highlight LSTM's ability to correctly identify fault instances 

while maintaining a low rate of false alarms. This is crucial for fault tolerance applications, where both precision 

(minimizing false positives) and recall (maximizing fault detection) are of equal importance. The comparative 

analysis in Figure 6 underscores these differences, emphasizing the LSTM model's superior performance. The GRU's 

lower accuracy, F1 score, and recall (all around 0.67) indicate its limitations in handling the complexity of fault 

detection tasks within distributed systems. While GRU offers computational efficiency and simpler architecture, 

these advantages come at the cost of predictive accuracy. This trade-off between speed and performance is significant 

when fault detection is a critical application, where high accuracy and recall are essential for ensuring system 

reliability. 

LIMITATIONS AND THREAT TO VALIDITY 

Despite promising results, the study has key limitations and potential validity threats. First, the models were 

evaluated on a specific dataset, and their performance may vary with different distributed systems or fault conditions. 

The dataset may not cover all fault scenarios, limiting the findings' generalizability. Additionally, while the LSTM 

model consistently outperformed the GRU in terms of predictive accuracy, It is computationally expensive and may 

not suit real-time applications requiring quick inference. Moreover, the evaluation metrics used (precision, accuracy, 

recall, and F1-score) provide a comprehensive overview of the models' performance but do not capture all aspects of 

their behavior. For instance, metrics such as AUC-ROC or precision-recall 20 curves might provide more deep insight 

into the models' performance, especially in imbalanced datasets where fault events are rare. Finally, the comparison 

between the models assumes equal importance for precision and recall, but in some contexts, one of these metrics 

might be prioritized over the other, which could influence the selection of the most suitable model. The LSTM model 

proves to be the more robust and effective choice for fault detection in distributed systems, the study's findings are 

not without limitations. Future work should aim to address these limitations by testing the models on more diverse 

datasets, considering additional performance metrics, and exploring the trade-offs between model complexity and 

real-time operational requirements. 

CONCLUSION 

Integrating GRU and LSTM models for predictive fault tolerance strengthens the reliability of distributed systems by 

shifting from reactive fault handling to proactive prevention. These models predict potential failures, enabling 

systems to reduce downtime, optimize resource utilization, and minimize the impact of faults on endusers. For 

instance, if an LSTM model forecasts network latency, the system can take preemptive action, such as rerouting traffic 
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or adjusting bandwidth, to maintain service continuity. Additionally, predictive fault tolerance helps extend the 

lifespan of system components by reducing stress on hardware and software. Our results suggested that the LSTM 

model outperforms the GRU model across all key metrics, demonstrating superior accuracy and reliability for fault 

detection in distributed systems. Its ability to capture complex patterns makes it the preferred choice for high fault 

tolerance and proactive fault prediction. By addressing faults proactively, the need for emergency repairs and 

intensive use of backup systems is minimized, leading to more stable operations. Over time, this results in better 

overall system performance and continuous availability, even in the face of failures. GRU models, with their 

computational efficiency, are suitable for real-time applications with simpler fault patterns, while LSTM models, 

capable of capturing complex dependencies, excel in systems requiring detailed fault prediction. Together, these 

models enable early anomaly detection, resource adjustment, and preemptive repairs. This approach reduces 

downtime, boosts performance, and strengthens fault tolerance, moving from reactive to proactive fault 

management. 
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