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For the purpose of medical research, combining many medical images will improve the diagnosis 

of illness and highlight the intricate link between them. The technique of taking relevant visual 

information out of two or more photos and fusing them together to create a single fused image is 

called image fusion. From remote sensing to medical applications, image fusion is crucial in a 

wide range of image processing domains. Until recently, a variety of techniques have been 

employed for image fusion. 

With the prevalence of health problems rising rapidly these days, it is imperative to comprehend 

human MRI and CT scan pictures in order to diagnose medical disorders accurately and 

promptly. Computed tomography (CT) and magnetic resonance imaging (MRI) are two common 

modalities in medical image processing that are used to extract information about hard and soft 

tissues, respectively. Nevertheless, it is extremely difficult to extract the necessary pathological 

traits to detect questionable tissue details using a single modality. Over the last few decades, a 

number of medical image fusion techniques have sought to overcome the previously described 

problem by combining complementing information from MRI and CT. 

However, depending on variables like location, race, age, etc, the user's MRI and CT data 

fluctuation may cause variations in image fusion accuracy. The "Generalized Solution" that we 

propose in this work for the prompt diagnosis and early identification of health concerns using 

the merging of CT and MRI images which involves convolutional neural networks (CNNs) that 

can assist us in achieving a generic fusion strategy since they operate by extracting the key 

characteristics from CNNs without requiring particular data to be trained, may be used with a 

wide range of patients.  
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I. INTRODUCTION 

Image fusion is actually the method using which two or more images can be merged into a single image preserving 

the salient features from each of the original images. Image fusion is a technique used to integrate information from 

multiple images, often acquired from different sources or modalities, to create a single more informative image [1]. 

This process aims to enhance the overall quality, clarity, and interpretability of the resulting image by combining 

complementary information from the input images [2]. some common scenarios where image fusion is required like 

multimodal medical imaging, remote sensing, surveillance and security, computer vision & robotics, and many more 

[1]. For example, in multimodal  

medical imaging, different imaging modalities, such as magnetic resonance Imaging (MRI), computed tomography 

(CT) provides distinct information about the same anatomical structure [9]. 

Image fusion helps in creating a comprehensive image that combines the strength of each modality [2][3][5][9]. 

Traditionally computer vision image fusion techniques can be categorised into spatial domain methods, frequency 

domain methods and transform domain methods [6]. The choice of method depends upon the characteristics of the 

image being fused and the specific requirements of the application [4][26]. 
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II.  RELATED WORK 

Many image fusion techniques have been proposed in the last few years, including Brovey Transform (BT), Principal 

component analysis (PCA), wavelets, and Intensity hue-saturation (ISH). Brovey Transform technique used to 

combine multispectral (MS) panchromatic images (PAN). This technique aims to enhance the spatial resolution of 

the multispectral data by incorporating high-resolution information from the panchromatic image [1]. 

The Brovey transform is particularly common in remote sensing applications with the advantage of being 

computationally efficient and easy to implement [1]. However, it assumes a linear relationship between the 

multispectral and panchromatic images, which may not always be the case [1]. In some situations, more advanced 

fusion methods that consider non-linear relationships or other statistical properties may be preferred [1]. 

The Intensity-Hue-Saturation transform is a color space transformation commonly used in medical image 

processing, computer vision, and remote sensing applications. It separates an image into three components: Intensity 

(I), Hue (H), and saturation (S) [11]. IHS transformation is particularly useful in image fusion, where information 

from different sensors or sources is combined to create a composite image [11]. In image fusion, the IHS transform 

is often applied to high-resolution panchromatic (grayscale) images and lower-resolution multispectral (color) 

images [10]. The key advantage of IHS is that it preserves the spectral information from the multispectral image while 

enhancing the spatial details from the panchromatic image [10]. It helps to incorporate this high-resolution spatial 

information into the color images [10]. IHS comes with certain disadvantages like color distortion, loss of spectral 

information, Incompatibility with all scenes, and sensitivity to image misregistration so it has limited enhancements 

in certain applications [10]. 

Principal Component Analysis (PCA) fusion is another technique used for combining information from different 

image sources, often applied in remote sensing and image processing [12]. PCA is a mathematical technique that 

transforms the original correlated data into a new set of uncorrelated variables called principal components [12]. In 

image fusion, PCA is used to extract essential information from multispectral and panchromatic images [12]. It 

reduces the dimensionality of the multispectral data, which can lead to reduced storage and computational 

requirements [12]. PCA optimally represents the data in terms of variance. Some of the challenges & considerations 

with PCA fusion are sensitivity to noise and potential for color distortion [12]. The effectiveness of PCA fusion 

depends on the characteristics of the input data and the goals of the application. Hence it may not be universally 

optimal for all scenarios [12]. 

Wavelet image fusion is a technique used for combining information from images with the goal of creating a fused 

image that retains the relevant features of each input image [20]. This technique is particularly useful for combining 

images with different spatial or spectral characteristics Wavelet transforms divide an image into different scales and 

orientations, capturing both high-frequency details and low-frequency approximations [13]. Common wavelet 

transforms include the discrete wavelet transform (DWT) and the continuous wavelet transform (CWT) [20]. The 

wavelet coefficients from corresponding scales and orientations of different input images are combined or fused to 

create a new set of coefficients for the fused image [20]. Different fusion rules can be applied, such as selecting the 

maximum or average value at each position [20]. The fused wavelet coefficients are then transformed back into the 

spatial domain using the inverse wavelet transform, resulting in the final fused image [20]. Wavelet fusion is 

adaptable to different types of images and can handle images with varying spatial resolutions [13]. It helps to reduce 

blocked artifacts that may be present in some other fusion techniques, particularly when dealing with compressed 

images [14]. Wavelet image fusion is widely used in various applications including remote sensing, medical imaging, 

and computer vision [13]. 

III. PROPOSED METHODOLOGY 

The proposed methodology proposes the image using convolutional neural networks (CNNs) in the medical field [37]. 

The purpose of this research is not just to explore new horizons in medical imaging but to tackle head-on the 

disadvantages and limitations that have challenged the existing methods in image fusion [9]. Convolutional Neural 

Networks can help us achieve a generalized fusion technique, as the CNN is not trained on any specific data [6] and 

works by extracting the major features from CNN. This paper extensively studies different convolutional networks to 

perform multimodal image fusion [25][26]. To the best of our knowledge, our research represents a unique 

contribution as it is the first to empirically investigate fusion using different CNNs concurrently using the same 

dataset [37]. This distinctive approach sets our work apart from existing studies in the field, as we strive to 
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comprehensively explore and compare the effectiveness of these fusion strategies in a unified and rigorous manner 

[27]. By conducting a simultaneous examination, we aim to provide a more robust and nuanced understanding of the 

advantages and limitations of each fusion technique, offering valuable insights for future research and practical 

applications [9].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Image Registration: 

 

Fig 1: Feature Extraction and Fusion Architecture on Medical CT Image 

Algorithm 1: Image Registration and Fusion  

input: CT and MRI image of the patient captured 

from the same angle. 

outpu

t: 

An image that retains information from both 

CT and MRI image. 

1 

Select one image as a base to align other images 

uniformly. 

2  foreach image in multimodal images 

3 

 

correct image scaling, rotation, and position 

according to the reference image. 

4 

 

pass the image through a Wavelet Filter. The 

Wavelet Filter outputs 4 images given a single 

input image. 

 end 

5 foreach output image from the Wavelet Filter for 

all images in multimodal images.  

6 

 

Pass the images through A Pretrained Neural 

Network (VGG19, AlexNet, etc.)  

7 

 

Extract the output from one of hidden layer of the 

Neural Network.  

8  Save the Fused output from the hidden layer. 

9 end 

1

0 

Apply Inverse Wavelet Filter on the fused output 

from hidden layers. The Inverse Wavelet Filter 

takes 4 input images and outputs a single output 

image. 
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Figure 1 shows the architecture complete of the Feature Extraction and Fusion process. The registration of CT and 

MRI images is done using a Procrustes algorithm [8]. The Procrustes algorithm defines a linear transformation of 

the points for an image so that it aligns with the other image.  

Similarly, Figure 2 shows the feature extraction architecture for MRI Image from the input image to the extracted 

features.

 

Fig 2: Feature Extraction and Fusion Architecture on Medical MRI Image

The Procrustes algorithm ensures that the image is centred around the mean and is normalized [8]. 

𝑋0 = 𝑋 −  𝜇𝑋 

𝑌0 = 𝑌 −  𝜇𝑌 

The rotation and scaling transformation is done using Singular Value Decomposition (SVD)[8]. SVD Decomposes 

the cross- 

covariance matrix of the centered and normalized image into three factors U, S, VT where, U and VT are the rotation 

factors  

for the image, whereas S is the scaling factor. The SVD formula is as follows: 

𝐴 = 𝑈. 𝑆. 𝑉𝑇 

For scaling transformation, a scaling factor is calculated using the S matrix containing non-directional singular values 

of S and the A is the product of the transposition of the centered image and target image. The length of both the 

images  𝑛𝑜𝑟𝑚𝑋 and 𝑛𝑜𝑟𝑚𝑌[8].  

𝐴 =  𝑋0
𝑇 ∗  𝑌0 

𝑏 = 𝑡𝑟𝑎𝑐𝑒(𝑆 .  𝐴) .  
𝑛𝑜𝑟𝑚𝑋

𝑛𝑜𝑟𝑚𝑌
  

The translation vector 𝑐 represents the difference between the centroids of the centered image and the target image 

to ensure the positioning of both images is correct. The previously calculated scaling factor 𝑏 and T are obtained by 

multiplication of left singular vector U and transpose of right singular vector V extracted from the SVD operation. 

𝑇 = 𝑉 . 𝑈𝑇 

𝑐 =  𝜇𝑋 − 𝑏 .  ( 𝜇𝑌 . 𝑇 ) 

The transformed image Y is computed by applying the rotation T and scaling b and translation c to the original Y. 

The amount of alignment is measured by the normalized residual sum of squared errors between X and the aligned 

Y [8]. 
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B. Image Fusion: 

The individual aligned images are passed through a wavelet transform [15]. The haar coefficient is used to transform 

the images into frequencies. As shown in Figure 3, one single CT image is divided into 4 filters namely Low High sub 

band (LH), High Low sub band (HL), Low Low sub band (LL), and High High sub band (HH) by applying the haar 

coefficient first on the image and then again on the High band and Low band filters generated from the original 

image. The same process is repeated for the aligned MRI image as well [15]. 

The detailed and approximate sub band image pairs where each pair consists of a sub band (for example, a Low High 

sub band CT image is paired with a Low High sub band MRI image) are fed into a Convolutional Neural Network 

(CNN)[15]. 

Fig 3: Wavelet transform filters for image fusion

The input sub-band images are only forwarded through the Convolutional Neural Network (CNN) for a couple of 

hidden layers [37]. Feeding an image through the first few hidden layers of a CNN reveals how it learns hierarchical 

representations, transitioning from low-level edges and textures to higher-level semantic concepts. The first 

convolution layers detect simple edges and gradients. Deeper layers combine these into motifs and patterns [37]. 

The proposed image fusion algorithm was tested with popular Neural Network architectures like VGG19 and Alex-

Net [28]. Multiple samples of hidden layers were tested using layers 2-4 proved to be the most accurate [28].  

C. Fusing the Sub band Images into a Single Image: 

After the Convolution Operation is done on Sub band images, a Summation operation is done to fuse all the sub band 

images  

into a single image [28]. Each Feature map is calculated by passing the input tensor through CNN, the sum of feature 

maps is concatenated into a single feature vector.  

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒(𝑠𝑢𝑚( 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑚𝑎𝑝1) , 𝑠𝑢𝑚( 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑚𝑎𝑝2), … ., 𝑠𝑢𝑚(𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑚𝑎𝑝𝑛)  ) 

For each Feature Vector weights are calculated using the softmax activation function and a final fused image is formed 

by multiplying the image with the corresponding weights.  

𝑤𝑒𝑖𝑔ℎ𝑡𝑠 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥( 𝐼𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)) 

𝑓𝑢𝑠𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 = ∑

𝑛

𝑖=1

(𝑖𝑚𝑔𝑖 ∗  𝑤𝑒𝑖𝑔ℎ𝑡𝑠:,𝑖) 

The summation of feature maps is concatenated and passed through a softmax function to obtain a set of weights 

that represent the relative importance or contribution of each input image to the fused output image. These weights 

are used to compute a weighted sum of the input image, and the element-wise maximum of this weighted sum across 

different feature map levels is returned as the fused output image.   
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D. Image Reconstruction using Inverse Wavelet Transform: 

After the images from both the CT (Computed Tomography) and MRI (Magnetic Resonance Imaging) scans have 

been decomposed using a wavelet transform [42], They are represented as coefficients in different frequency sub 

bands. Each sub band captures specific frequency information and spatial details of the original images [28]. The 

decomposed sub band images from both the CT and MRI scans are then passed through an inverse wavelet transform. 

The inverse wavelet transform reconstructs the original images from their wavelet coefficients [43], essentially 

reversing the decomposition process. The fused sub band images are passed through the inverse wavelet transform 

in the same sequence as they were decomposed. This sequence typically follows the pattern LL, (LH, HL, HH) [20]. 

LL represents the low-frequency, low-resolution approximation component of the image. This component captures 

the overall structure and large-scale features [42]. LH, HL, and HH represent the high-frequency detail components 

of the image. Each of these components captures different types of details or textures in different directions [20]. The 

output of the inverse wavelet transform [43] is a single image that combines the fused features of both the CT and 

MRI scans. By reconstructing the images in the LL, LH, HL, and HH sequence, the resulting image preserves the 

overall structure and large-scale features while incorporating the high-frequency details from both scans. Overall, 

this process allows for the fusion of complementary information from CT and MRI scans, resulting in a single 

composite image that potentially provides more comprehensive diagnostic information than either modality alone. 

This fused image can aid medical professionals in making more accurate diagnoses or assessments of various medical 

conditions. 

IV.  RESULTS AND DISCUSSION 

The image fusion technique was tested with multiple Convolutional Neural Networks with a variety of hidden layer 

cut-off ranges [28]. Figure 3 shows the fusion process performed on the same CT and MRI sample with different 

Neural Networks. AlexNet [7] favours retaining most features of either of the two modalities, whereas VGG19 retains 

information from both the CT and MRI images fairly well. The edge detection is also more refined and accurate in 

the VGG19 Fused images as compared to its counterpart [28].  

The Structural Similarity Index or SSI was used as a metric to determine the number of features retained from the 

original CT and MRI images [36]. Two samples were tested out of which the first sample had a brighter MRI image 

than the MRI image and the second sample had a brighter CT image than the MRI image. This was done to ensure 

that information is retained from both images regardless if one of the images has a higher brightness.

Fig.3: Image fusion using multiple CNN with a variety of hidden layer cut-off range



821  
 

 

J INFORM SYSTEMS ENG, 10(27s) 

Table 1: Structural Similarity Index of Fusion Images compared to MRI and CT images. 

          

CNN and Layer 

SSI of 
Fusion 

and MRI 
(sample1) 

SSI of Fusion 
and CT 

(sample1) 

SSI of Fusion 
and MRI 

(sample2) 

SSI of Fusion 
and CT 

(sample2) 

AlexNet Layer 1-2 0.535 0.383 0.318 0.711 

AlexNet Layer 1-4 0.536 0.385 0.319 0.715 

VGG19 Layer 1-2 0.549 0.328 0.319 0.691 

VGG19 Layer 1-4 0.617 0.33 0.318 0.687 

 

Table 1 demonstrates the results of two different samples that are fused using Alexnet and VGG19 networks. It shows 

the structural similarity index (SSI) values between different combinations of image fusion techniques and medical 

imaging modalities for two samples, across different layers of convolutional neural networks hence compares the 

different CNN networks with their Structural Similarity Index score.  

CNN and layer indicate the specific CNN architecture and the layers within that architecture used for feature 

extraction. In this table, two popular architectures, AlexNet and VGG19, are mentioned. SSI of fusion and MRI 

(Sample1 and Sample 2) represents the SSI between the fused image and MRI image for sample 1 and Sample 2. SSI 

is a metric used to measure the similarity between two images. Higher values indicate greater similarity. SSI of fusion 

and CT (sample 1 and Sample 2) represents the SSI between the fused images and CT image for sample 1 as well as 

Sample 2. It is used to identify the similarity between the Fused image and the original MRI or CT image. For AlexNet 

Layer 1-2, the SSI value for fusion with MRI in sample 1 and sample 2 are 0.535 and 0.318 respectively. Similarly, the 

SSI values for fusion with CT in sample 1 and sample 2 are 0.383 and 0.711 respectively. For VGG19, the SSI values 

for fusion with MRI in sample 1 and sample 2 are 0.617 and 0.318 respectively. Similarly, the SSI values for fusion 

with CT in sample 1 and sample 2 are 0.33 and 0.687 respectively. These values indicate how well the fused images, 

obtained through different fusion techniques, match with original MRI and CT images. Higher the SSI values suggest 

better fusion quality, indicating that the fused image is more similar to the original medical image. The variations 

across different CNN architectures and layers highlight the impact of feature extraction on the fusion process. As we 

can see, the overall performance of VGG19 is better as it tries to retain more information from both the MRI and CT 

images as compared to AlexNet which heavily favours either the CT image or the MRI image depending upon which 

image has the higher intensity. 

V. CONCLUSION AND FUTURE SCOPE 

In summary, the utilization of Convolutional neural networks (CNNs) for fusing multimodal images emerges as a 

highly effective approach capable of accommodating a diverse range of image types[28]. As shown in the above 

results, using VGG19 with a cutoff of 1-4 Layers is very effective for Fusing CT and MRI images together without the 

loss of significant features from the images. This method not only streamlines the fusion process but also obviates 

the necessity for extensive modal training, leveraging the advantageous pre-trained models that excel in retaining the 

structural integrity of images[28]. Notably, comparative studies, as outlined in the literature, consistently 

demonstrate the superiority of the VGG19 model over traditional spatial fusion techniques, particularly in preserving 

critical features such as edges [28]. 

Beyond its immediate benefits in image fusion, this technique yields broader implications, particularly in medical 

imaging applications [9]. By generating fused images of superior quality and detail, these neural network-driven 

approaches provide an invaluable foundation for subsequent tasks, such as image segmentation [9]. For instance, in 

the context of brain MRI and CT scans, the fused images serve as an optional substrate for enhancing the precision 

of tumour detection and delineation [9]. By leveraging the rich information encapsulated within these fused 

representations, image segmentation algorithms can more accurately identify and characterize pathological 

anomalies, ultimately facilitating more effective clinical diagnoses and treatment planning. In essence, the adoption 

of CNN-based fusion methodologies not only revolutionizes the process of integrating multimodal images but also 
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catalyses advancements in downstream tasks, particularly in critical domains like medical imaging, where precision 

and accuracy are paramount. Furthermore, the Fused images can be used as a base for Image Segmentation to 

improve tumour detection in brain MRI and CT images.
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