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The successful eminence of Combinatorial Testing can be realized with effective techniques for 

Fault Localization (FL). This paper presents an effective FL technique that can accurately 

determine the Failure Inducing Combinations (FICs) using a greedy heuristic approach. The 

importance of this technique comes from the fact that when an executed test suite is given as 

input, it localizes the FICs by catering to all-t-way combinations while generating Test Cases 

based on their probability of passing. The initial study and experimentation are found to be 

promising, providing scope for rigorous empirical study. 
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1 INTRODUCTION 

Combinatorial Testing (CT) is an organized method of software testing where each test case (TCs) consists of 

parameters combined based on some combination strategy. It is used to detect software failures caused by 

interaction among various input parameters. CT generated TCs will have combinations of parameters [17]. An 

interaction TC generation is categorized into combinatorial TC generation, covering arrays TC generation, t-way TC 

generation and handling of constraints in CT [14]. Parameter combination is considered as an FIC, when all TCs 

that have this parameter combination fails [18]. 

For instance, an interaction leading to failure is given in the following code snippet: 

if (temperature < 20)  

{  

     //normal code  

if (volume > 500) 

{ //code that triggers fault }  

else{//correct code }  

}  

else {//normal code} 

Note that failure is triggered in the snippet given only when both the parameters temperature < 20 and volume > 

500 are true. 

When such a failure is detected, the combination of parameters that have caused the said failure should be 

identified and fixed. This is called FL. There exists multiple tools that are already in place that help us with FL like 

BEN [13] and MIXTGTE [15]. CT based approaches to FL can be classified into adaptive approaches where the TCs 

will be incrementally updated and non-adaptive approaches where TCs will be pre-computed [12],[16]. 
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Combinatorial TCs generation strategies use algorithms designed based on techniques such as Greedy algorithm, 

heuristic search, algebraic or mathematical and random techniques [19]. 

The proposed approach differs from the above mentioned methods in the following ways: 

● BEN generates only specific t-way combinations but the proposed approach generates all possible t-way 

combinations. 

● MIXTGTE generates all the possible extra TCs in pinning down a FIC, but the proposed approach generates 

more TCs - that depend on their probability of passing for each FIC. 

True FIC’s are those that always generate failures when the said parameters are being introduced. The current 

paper works towards identifying true FIC’s and also generating the probability of a non-true FIC producing failures. 

For this to work, we initially take an input set of TCs that are already executed and consist of parameters and pass / 

fail value. Once the input set is read, the set of passed TCs and failed TCs are separated from each other. All the 

combinations in the TCs that have passed are tagged as non-FIC’s whereas the combinations in the failed TCs are to 

be worked upon. Likely FIC’s are found for the failed TCs and additional TCs are generated by considering the likely 

FIC’s as a subset for every test case. Generate additional TCs which have the least probability of failure compared to 

all the possible TCs with the current combination. Once the TCs are generated, the pass/fail value of the TCs is 

observed and if there is any pass value, the combination is not a FIC.  

Otherwise, the combination is termed as a “Failure-Inducing Combination” (F-IC) and a new test is run with a 

different subset until no further tests can be run. At the end of the iterative process, if there still remains a 

combination that is generating failures, that combination is a true-FIC. This means that every time a particular 

combination of parameters is used, the result of the TC will be 100% fail. 

2 RELATED WORK 

Faulty Interaction Characteristic (FIC) and FIC_BS [1] are two techniques that try to discover all the parameter 

combinations that are present in a failed test. These techniques start by considering one failed test from a CT set. It 

then uses a systematic approach to generate a reduced number of TCs. These TCs are then executed to identify the 

F-ICs in the TC that has failed. New TCs are then generated by changing a single value of the failed TC to another 

valid value for the parameter. When the newly formed TC passes, the initial value of the parameter is a part of the 

combination that causes a failure because removing this value will make the TC pass. FIC technique generates a 

new k-number of tests such that for each FIC, “k” is the number of total parameters in the TC. 

The version of FIC which uses a binary search technique is FIC_BS. While generating a new TC, FIC_BS modifies 

the parameter values of k/2 parameters from the failed TC. If the new TC that is generated passes, it looks for 

combinations in the modified values of k/2. The process is repeated until all the F-ICs of parameters are identified. 

FIC and FIC_BS work on the assumption that - a changed parameter value will not introduce any new faults. 

Two new approaches RI and SRI were introduced by Li et al. [2], which are used to identify combinations that 

induce a failure by using a method called delta debugging [3]. This method works in a repetitive manner. The first 

approach starts with one failing TC from the original test suite and uses a FIC_BS like approach to produce a 

limited number of TCs. The SRI approach takes one failing TC, f as input. It then tries to create a passing TC that is 

similar to f. SRI uses the knowledge that - the F-IC appeared in the failed TC f, but was not present in the similar 

passing TC. Hence, its main focus is on the parameters, which are not the same in the passed and failed TCs. SRI 

could identify F-ICs by producing fewer tests than RI.  

[4], [5] gives AIFL and InterAIFL approaches. Here, a set A is formed which contains the suspicious combinations 

that are first identified as candidates for being inducing. It then comes up with a group of TCs for every failing TC 

using a strategy called SOFOT [6]. SOFOT works as follows: 

- Let k = parameters count.  

- For each TC f, generate k TCs by modifying the value of only one participating parameter at that point of 

given time.  

- In comparison with the original TC “f”, the new TCs differ in exactly one value - which is randomly chosen 

from the related domain of parameters. 
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- Once the newly generated TCs are executed, the parameter combinations that were present in the passing 

TC are deleted from the original suspicious set A.  

Yilmaz et al. [7] gives a ML approach for finding failure-inducing combinations. This approach examines the CT set 

and then tests their execution statuses. It then constructs a classification tree which is used to identify FICs. An 

improved version based on this work can be seen in Shakya et al. in [8]. 

Ghandehari et al. came up with an approach - BEN [9] - which generates statements with ranks depending on their 

possibility of being faulty by using the result of CT. 

3 APPROACH 

The current section presents the approach in detail as shown in Fig. 1. We explicate on each step of this approach 

with help of a synthetic example test suite mentioned in table 1. 

Test No. P-A P-B P-C P-D TC Status 

TC-1 1 2 1 0 Pass 

TC-2 1 1 0 1 Pass 

TC-3 2 3 1 0 Pass 

TC-4 1 3 1 0 Fail 

Table 1: Example executed test suite 

3.1 Step 1 – Inputs: 

    The algorithm considers the executed test suite as the input. This test suite is a group of TCs by a specific 

combination of values given to the inputs. 

Consider the SUT has a set “P” with “k” input parameters, given by  

P = {p1, p2 , … , pk }. 

Let di = domain of each parameter pi (di = all possible values of pi) 

 

Fig 1: Approach to determine FIC 

      Let all t-way parameter combinations in P be Pc = {(p1), (p2), …., (p1, p2), ….., (pi, pk), ……, (p1, p2, …., pk)} i.e. 

for a set of k parameters, there will be (2k-1) combinations.  

Consider the Synthetic TC from table 1 as an example. 
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From table 1, the parameters set is: 

P = {a, b, c, d} and 

 da = {1, 2} db = {1, 2, 3} dc = {0, 1} dd = {0, 1} 

3.2 Step 2 – Segregation and tagging of passed and failed TCs: 

In this step we identify combinations in TCs as FIC, n-FIC, LFIC as follows: 

The input test set is then categorized into Passed-TCs-set and Failed-TCs-set.  

Let T= {v1, v2, …, vk} be a TC containing k input values. Accordingly, Vc contains all values combinations in T.  

Let ‘S’ be a list containing {(Pci ,Vci) ->M) where Pci is the parameter combination, Vci is the value combination for 

the corresponding parameter in Pci  and M is a tag which can take one of  three values ‘Failure Inducing’ , ’Non 

Failure Inducing’  or  ‘Likely Failure Inducing’. 

    In the set of passed TCs, there will be no FICs. Therefore, all the t-way combinations in this set are tagged as non-

FIC (n-FIC). That is, for each element in Vc, add each combination (Pci,Vci) as n-FIC to list S.  

    In the set of failed TCs, all the t-way combinations of each TC that are not in list S are tagged as Likely FIC(LFIC) 

and added to the suspicious list of that TC. 

As a result, the suspicious list will now comprise of the following kinds of combinations: 

1. The combination is failure inducing. 

2. The combination consists of a FIC as its subset. 

3. The combination is not failure inducing but was not tagged because there was no passed TC with the 

current combination 

For the running example, 

The result of test case 1 is ‘pass’ hence all the t-way combinations {(a = 1), (b = 2), (c = 1), (d = 0), (a = 1, b = 2), (a = 

1, c = 1), (a = 1, d = 0), (b = 2, c = 1), (b = 1, d = 0), (c = 1, d = 0), (a = 1, b = 2, c = 1), (a = 1, b = 2, d = 0), (a = 1, c = 1, 

d = 0), (b = 2, c = 1, d = 0), (a = 1, b = 2, c = 1, d = 0)} are tagged as n-FIC’s and added to set S. 

    The result of  test case 2 is  also pass and hence all t-way combinations {(a = 1), (b = 1), (c = 0), (d = 1), (a = 1, b = 

1), (a = 1, c = 0), (a = 1, d = 1), (b = 1, c = 0), (b = 1, d = 1), (c = 0, d = 1), (a = 1, b = 1, c = 0), (a = 1, b = 1, d = 1), (a = 

1, c = 0, d = 1), (b = 1, c = 0, d = 1), (a = 1, b = 1, c = 0, d = 1)} are tagged as n-FIC’s  and added to set S. 

     The result of  test case 3 is  also pass and hence all the t-way combinations {(a = 2), (b = 3), (c = 1), (d = 0), (a = 

2, b = 3), (a = 2, c = 1), (a = 2, d = 0), (b = 3, c = 1), (b = 3, d = 0), (c = 1, d = 0), (a = 2, b = 3, c = 1), (a = 2, b = 3, d = 

0), (a = 2, c = 1, d = 0), (b = 3, c = 1, d = 0), (a = 2, b = 3, c = 1, d = 0)} are tagged as n-FIC’s and added to set S. 

3.3 Step 3 – Determination of FIC’s from LFICs: 

In this step, we determine the FICs from the suspicious list. To identify the FIC from the suspicious list we generate 

additional TCs for each combination in the list as follows. 

   For each LFIC in the suspicious list, an additional TC “f” is generated, in such a way that it contains the LFIC and 

the probability that the TC will fail is minimum. To find the probability we formulated the equation (1) similar to 

the one in BEN [9]. 

The process to generate the additional test case is as follows. 

First, generate a base TC f as follows: 

For every one parameter that is not involved in LFIC, select a parameter value such that its suspiciousness value ρ 

is minimum. 

If there exists more than one value with minimum ρ, select one randomly. 

Next, verify if the base TC f is valid and the TC has never been executed before.  
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If it has been executed, then the TC f is returned as a new TC that contains LFIC and has minimum ρ.  

If that is not the case, then pick one random parameter and change its value to a value equal to the next minimum 

ρ. Check this TC again to see whether it is a valid and a new TC. 

Repeat these steps until a new, valid TC is found. 

                                                𝜌(𝑜)  =
1

3
( 𝑢(𝑜)  +  𝑣(𝑜)  +  𝑤(𝑜))                         (1) 

Where, 

𝑢(𝑜) =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑖𝑙𝑒𝑑 𝑇𝐶𝑠 𝑜 ℎ𝑎𝑠 𝑎𝑝𝑝𝑒𝑎𝑟𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑖𝑙𝑒𝑑 𝑇𝐶𝑠
 

𝑣(𝑜) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑖𝑙𝑒𝑑 𝑇𝐶𝑠 𝑜 ℎ𝑎𝑠 𝑎𝑝𝑝𝑒𝑎𝑟𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝐶𝑠 𝑜 ℎ𝑎𝑠 𝑎𝑝𝑝𝑒𝑎𝑟𝑒𝑑
 

𝑤(𝑜) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 𝑤𝑖𝑡ℎ 𝑜

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠
 

We then execute the generated additional test case and if it passes, the corresponding LFIC is removed from the 

suspicious list and tagged as n-FIC. If it fails then the failure is due to this LFIC since probability that the TC f fails 

is minimized. Therefore, this LFIC is now tagged as FIC. 

When a combination τ is marked as a F-IC, every combination “s” in the suspicious list which contains LFIC is 

removed because the failure is caused by this LFIC. For the example considered, the result of test case 4 is fail and 

the combinations {(a=1), (b=3), (c=1) , (d=0), (b=3,c=1), (a=1,c=1), (c=1,d=0), (a=1,d=0), (b=3,c=1), (a=1,c=1,d=0), 

(b=3,c=1,d=0)} are already marked as n-FIC’s in S, therefore they cannot be the FIC’s for the given test case. 

However, the combinations {(a=1,b=3), (a=1,b=3,c=1), (a=1,b=3,d=0) ,(a=1,b=3,c=1,d=0)} are not in S and hence 

tagged as LFICs and  added to the suspicious list. 

     For the combination (a = 1, b = 3) to generate additional test case we calculate 𝜌 values for c = 0, c = 1 and d = 0, 

d = 1. 

𝜌(𝑐 = 0) =
1

3
(

0

1
+

0

1
+

0

4
) 

𝜌(𝑐 = 1) =
1

3
(

1

1
+

0

3
+

2

4
) 

𝜌(𝑑 = 0) =
1

3
(

1

1
+

1

3
+

2

4
) 

𝜌(𝑑 = 1) =
1

3
(

0

1
+

0

1
+

0

4
) 

𝜌(𝑐 = 0) =
1

3
(

0

1
+

0

4
+

0

4
) 

As 𝜌(𝑐 = 0) = 0 and 𝜌(𝑑 = 1) = 0 

The new test case generated would be (a = 1, b = 3, c = 0, d = 1) and (a = 1, b = 3, c = 0, d = 1) fails. Therefore, the 

suspicious combination (a = 1, b = 3) is pinned down as a FIC. As all the combinations (a = 1, b = 3, c = 1), (a = 1, b 

= 3, d = 0) , (a = 1, b = 3, c = 1, d = 0) contain this combination they are removed from the suspicious list and 

pinned down as  a FIC.  

As (a = 1, b = 3) was a subset of all the likely F-ICs in the test case 4 it is identified as the FIC for TC 4. 

4 EXPERIMENT 

The proposed approach has been implemented in python and experimented on two synthetic programs. The TCs 

for both the programs were generated using the ACTS [10] tool. The first is the ‘Account Program’ taken from 

Software-Artifact Infrastructure Repository (SIR) [11] which deals with computing the balance in an account. The 
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second is a web application for selling and buying cars obtained from internet sources. The details of the ‘Account 

Program’ case study is as follows. 

Account Program Case-study: 

The account program is given in Fig.2.  

The parameters to the program are P={a, b, c, d} and domain of the parameters are as follows: 

              da = {0, 1}, db = {0, 1}, dc = {0, 1, 2}, and dd = {0, 1, 2, 3}. 

Faults were seeded to the program such that the program would reach a faulty statement when the values are as 

given: 

● a = 0 and c = 0 

● a = 1, c = 2 and d = 0 

● a = 0 and d = 3 

The details of the ‘Car-sales ’ case study is as follows. 

Car-sales Case- study: 

Car-sales is a web application for buying and selling cars. The web application has the parameters are P = {order-

category, location, brand, Registration-number, Order-type} the values for the parameters are order-category = 

{buy, sell} location = {san-francisco, new-york} Brand = {BMW, Mercedes, Audi} Registration-number = {valid, 

invalid}, order-type = {store, online} 

Fig 2: Account Program 

The test case contains the values for parameters in P. Faults are seeded such that the results is faulty when: 

● Order-category = 'Buy' and location = 'New-York' 

● Location = 'San-Francisco' and registration = 'Valid' 

● Order-category = 'Sell' and brand = 'Mercedes' and order-type = 'Store' 

The original program without any faults was executed for all the possible TCs generated by ACTS. The output of the 

original program was compared with the output generated by the faulty program using the test oracle. The test 

oracle was used to build the test execution file of the faulty program. This file was used to find the FICs using the 

tool. The results on these two case-studies are discussed in the next section. 

5 RESULTS AND DISCUSSION 

The results for the ‘Account’ program are shown in Table-2. The column 1 shows the failed TCs for the program, the 

column 2 shows the suspicious combinations identified for each test case and column 3 shows the additional TCs 

generated for each test case to find the FICs. 

As shown in row 1 of  Table-2, for the test case (0, 0, 0, 0) the suspicious combinations identified are ('a', 'c'): ('0', 

'0'),('a', 'b', 'c'): ('0', '0', '0'), ('a', 'c', 'd'): ('0', '0', '0'),('a', 'b', 'c', 'd'): ('0', '0', '0', '0'). 

For the combination (‘a’, ‘c’):(0, 0) an additional test case is generated with value ‘b’=1 and d=’2’. This is the test 

case with the least possibility of failure because the suspiciousness probability is least for ’b=1’ and ‘d=2'. Thus, the 

additional test case obtained is (0,1,0,2). Further, this test case also fails when the program is executed. Hence the 

combination (‘a’, ‘c’) : (0, 0) is identified as a FIC. The combination (‘a’, ‘c’):(0, 0) is a subset of all the members in 

the suspicious set, hence the combination (‘a’, ‘c’):(0, 0) is marked as the minimal-FIC for the test case (0, 0, 0, 0) 

and all the members are deleted from the suspicious list as they are not minimal FIC.  

For the test case (0, 1, 0, 0) as the combination (‘a’, ‘c’) : (0, 0) was identified as a minimal-FIC, the suspicious set is 

empty. Similarly, FICs are identified for each failed test case as shown from row 2 to row 18 in Table-2 

The failed TCs for the Car-Sales application are shown in Table-3. FICs are identified for each TC and the steps to 

find the FICs for one of the TCs is as follows.   
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For the test case ('Buy', 'New-York', 'Mercedes', 'Invalid', 'Online'): 

The suspicious combinations generated are ('Order-Category', 'Location'): ('Buy', 'New-York'), ('Order-Category', 

'Location', 'Brand'): ('Buy', 'New-York', 'Audi'), ('Order-Category', 'Location', 'Reg-No'): ('Buy', 'New-York', 

'Invalid'), ('Order-Category', 'Location', 'Order'): ('Buy', 'New-York', 'Online'), ('Order-Category', 'Location', 'Brand', 

'Reg-No'): ('Buy', 'New-York', 'Audi', 'Invalid'), ('Order-Category', 'Location', 'Brand', 'Order'): ('Buy', 'New-York', 

'Audi', 'Online'), ('Order-Category', 'Location', 'Reg-No', 'Order'): ('Buy', 'New-York', 'Invalid', 'Online'). 

Initially for the Suspicious combination ('Order-Category', 'Location'): ('Buy', 'New-York') a new test case is 

generated with brand = BMW, Registration-no = invalid, order-type = online. This test case also fails, hence the 

combination ('Order-Category', 'Location'): ('Buy', 'New-York') is marked as FIC. As all the members in the 

suspicious list contain ('Order-Category', 'Location'): ('Buy', 'New-York'), all of them are marked as FIC and are 

deleted from the suspicious list. Similarly FICs are identified for all the failed TCs , the results are tabulated in 

Table-3. 

 

Table 2: Results of Account program 

 

Table 3: Finding FICs for Web Application 

6 CONCLUSION 

The current paper works with an existing executed test suite as input to identify the combinations of parameters 

that caused the fault to localize it. The discussed approach automatically identifies the underlying FIC irrespective 

of whether it is a 2-way, 3-way or t-way.; whereas in BEN it has to be tried starting with 2-way and going all the way 

up to n-way for a specific failed test case till the FIC is uniquely found. 
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The approach has been tried on synthetic case-studies and found to be working well. In future, we plan to apply it 

on real-life test suites of projects in the industry. The approach works well for small TCs which have up to 5 

parameters. Scalability to more parameters is yet to be determined. 
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