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Introduction: The growing prevalence of IoT has resulted in both human-to-thing(H2T) 

communication and thing-to-thing(T2T) communication. In recent years, a new paradigm 

merging IoT with social networks has arisen, termed the Social Internet of Things (SIoT), 

where devices are not only intelligent but also socially conscious. Trust is an important element 

in SIoT and it allows reliable automatic communication between items and trust management 

is also an essential aspect for secure communications between IoT devices, In the dynamic SIoT 

environment, a traditional trust framework's static or heuristic approach is ineffective. 

Objectives: To study the Deep Learning (DL) Models for trust management in SIoT and to 

suggest a hybrid model to predict the trustworthiness of the IoT devices in SIoT Networks.  

Methods: A combined strategy is suggested in this study using Graph Neural Networks (GNN) 

and Recurrent Neural networks (RNN) to predict the trustworthiness of SIoT using vast high-

dimensional data and detect specific trends in social communications. 

Results: The finding shows that the hybrid GNN and RNN model outperforms with an 

accuracy of 91.8% over the standalone GNN and RNN methods. 

Conclusions: The integrated model that includes both GNN and RNN techniques gives better 

results in terms of accuracy, precision, recall, and F1-score over the other methods assessed 

separately.  The ability of deep learning to interpret complex multidimensional data and adapt 

to the highly dynamic nature of social and physical interaction is significant in maintaining 

trust within SIoT networks. 

Keywords: Social Internet-of-Things(SIoT), Trust Management, Trustworthiness Prediction, 

Graph Neural Networks(GNN), Recurrent Neural Networks(RNN) 

 

INTRODUCTION 

The SIoT is a development of the IoT that blends networked smart objects with social networking characteristics. 

New ecosystems can be created by combining the two paradigms and enriching them. SIoT is identical to a social 

network of smart items. SIoT offers smart "social objects" that autonomously emulate human social behavior in 

everyday life. Social objects have social features that allow them to discover other items in their environment and 

form social interactions. It explores the SIoT in search of relevant information and services. The concept of trust 

and trustworthiness in social groups developed in SIoT is still quite novel and currently in a relatively early phase of 

exploration (Khan et al., 2021). A crucial challenge that requires careful consideration in SIoT is the establishment 

and long-term maintenance of trustworthy connections among various IoT components. As a result, a SIoT trust 

architecture must incorporate object-object interactions, social connection components, reliable suggestions, and 

so on(Sagar et al., 2024). 

Trust management is one of the possible security strategies for boosting dependability in Internet of Vehicles (IoV) 

settings. There are several difficulties with protecting IoV environments from diverse threats, which motivates 

investigators to investigate different technologies for safety precautions and trust-based evaluation techniques. 
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Irrespective of these difficulties, ML has proven to be a robust solution achieving great progress in the resolution of 

IoV trust and security issues. According to Alalwany et al. (2024), ML has great potential as an effective approach to 

the security and trust issues of IoV systems. 

The importance of trust in numerous disciplines and in SIoT has been explored, followed by a comprehensive 

examination of trust management aspects in SIoT. Furthermore, we analyze and  evaluate the trust management 

strategies by basically dividing them into four groups based on  their benefits, restrictions, trust management 

components and performance (Sagar et al., 2024). The DeepTrust framework, introduced by Ullah et al. in 2024, is 

a novel method that employs DL approaches to dynamically assess and manage reputation and trust in IoT 

scenarios. It demonstrates how the framework's supremacy in accurately identifying reliable and unreliable devices 

through extensive testing significantly improves IoT security. 

Sagar et al. (2024), suggests a technique to detect complicated connections between the input and the results   to 

predict trustable devices using artificial neural network (ANN)-based trust-SIoT architecture. Moreover, this 

method has been developed to acquire various essential trust metrics as input like the degree of relationship via 

knowledge graph embedding, flexibility of objects, trustworthy suggestions, and direct trust by combining previous 

and current interactions.  

Xia et al. , (2019) describe an efficient method for the prediction of trustworthiness and the suggested paradigm 

separates trust into two distinct groups: familiarity trust and similarity trust. Familiarity trust is computed using 

direct trust and suggestion trust, whereas similarity trust can be evaluated using both internal and external 

similarity trust.  Bangui et al. (2024) analyze the studies in several SIoT application domains to explore the ways of 

interactions with smart objects  in various contexts.  

Zouzou et al. (2023) extends and builds upon existing SIoT frameworks by adding a new layer consisting of trust 

management synthesis with contextual information, minimizing the risk of making fallacious conclusions from data 

that comes from IoT devices and other sources. However it is vital to note that the neighbouring devices must 

facilitate a secure and private ecosystem when integrated into the framework.  

Roy et al. (2023) proposed an automated trust management strategy for service selection that uses trust to choose 

devices that are meant to communicate with other devices. The framework employs social interactions to estimate 

the level of trust among related devices, evaluate the overall trust of unknown devices, update observed trust levels 

on a regular basis, and eliminate malicious nodes from the network. The proposed method uses the SIoT to manage 

trust.  The majority of research focuses on either physical traits or social connections, but infrequently on both. To 

improve the accuracy of trust prediction, a hybrid model that combines social and physical factors is proposed. 

                                                                  OBJECTIVES 

The major aspect of the study is to explore and improve techniques for assessing the trustworthiness of IoT devices 

in SIoT networks. SIoT is a concept, in which IoT devices communicate with one another and establish social 

relationships based on mutual ownership, use, or functionality. The major objectives of the study is to  

• Explore the various methods to predict the trustworthiness of the IoT devices in SIoT.  

• Suggest a hybrid model using GNN and RNN to predict the trustworthiness of the IoT devices in SIoT 

networks.   
The GNN and RNN has been employed for the following two reasons  

• GNN is used for obtain the complex relationships and associations between IoT devices in a SIoT setting 

and it has the ability to effectively handle   graph-based data that depicts the structure of the network. 

• RNNs' is used to manage temporal data and it makes them appropriate for acquiring the dynamic 

characteristics of trustworthiness in IoT communications. 

METHODS 

This section provides the hybrid GNN and RNN for trustworthiness prediction of IoT devices in the SIoT 

environment. The efficiency of the hybrid model is compared with GNN and RNN separately.  

Data Collection 
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The data collected from the SIoT networks includes behavioral logs , network structure , external factors  and 

historical trust scores.  An example sequence input data is shown in Table 1 

                                                                               Table 1: Sequence Data 

Time step  Interaction success Response time Error rate Device Status 

1 1 49 ms 0.1 Active 

2 0 210ms 0.5 Active 

3 1 45 ms 0.2 Active 

Graph Neural Networks (GNN) 

GNN, an innovative and rapidly expanding family of neural network models, are capable of  recording intricate 

relationships within sensor architecture and have been proved to reach state of-the-art outcomes in several IoT 

learning tasks(Zhong et al.,2023) This technique uses both a  graph's edge properties and topological data for 

network detection of breaches in IoT  networks(Wang et al., 2022). GNNs are ideal to forecast the reliability of 

devices in SIoT  networks given that they employ graph topologies to simulate node connections and interactions. 

 

Figure 1 GNN 

The SIoT networking is depicted by the graph G=(V,E), where V  represents the collection of nodes indicating IoT 

devices and E is the set of edges that describe relationships. Each device (node) has characteristics such as activity 

records, interaction patterns, and security measures. Edge Specifications are optional that may signify the strength 

of relationships or trust background. The aim is to estimate a trustworthiness score (Tv) for every node (v) or a 

paired credibility value for edges (e). In the figure 1 , nodes are the IoT devices, and edges represents the 

relationships and device metrics like latency, response time, failure are the node features and relationship metrics 

like communication frequency indicate the edge features(Li et al., 2023). 

Recurrent Neural Networks (RNN)  

RNNs are particularly suitable for threat detection in the IoT, as they can evaluate sequential data, which is 

frequent in IoT traffic over networks(Thakur et al., 2023). The overall steps for RNN  are as follows 

• Select the input data which includes interaction history of the IoT devices like success or failure indications and 

behavior of devices like anomalies and response times.  

• Extract the meaning features form raw data like success rate, ratings, and time intervals between interactions 

• Split the data into sequences of equal length T and output the trust score at time T 

• Then normalize to scale the features to a standard range for consistent model training 

• Define the network structure as depicted in figure 2 
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Figure 2. RNN for trust prediction 

• Initialize the  model by defining the input dimensions and RNN 

• Train the model using the Adam optimizer  

• Assess the model using performance indicators  like accuracy, precision, recall and f1-score  

• Further hyperparameter tuning can be done by modifying the number of hidden layer and units, 

sequence length, learning rate and batch size. 

• Deploy the model 

Hybrid Model (GNN and RNN)  

Integrating GNN and RNN for predicting trustworthiness in IoT devices takes advantage of the features of both 

models. GNNs represent the relational and geometrical structure of IoT networks, whereas RNNs depict the 

sequential behavior of devices across time. This hybrid method is particularly successful in the SIoT, where trust 

relies not just on device behavior but also on network relationships and interactions. The workflow of the hybrid 

model is shown in figure 3. 

 

Figure 3. Workflow of hybrid model to predict trustworthiness 

• GNN defines the IoT network as a network of lines, with nodes representing devices and edges representing 

connections (such as interactions, closeness, and trustworthiness ties). 

• It retrieves structural and historical context from surrounding nodes/devices. 

• RNN processes the chronological order of device events or activities and tracks temporal trends regarding 

particular device efficiency over time. 

• In Fusion Layers, GNN and RNN results are combined to make a final trustworthiness prediction. 
RESULTS 

The assessment of GNN, RNN, and a hybrid GNN-RNN model for predicting trustworthiness in IoT devices is 

shown in table 2.  The measures examined include accuracy, precision, recall, and the F1-score(Kosta et al., 2023). 

The experiments were carried out in a colab environment using python.  

Dataset Description:  

IoT-23 Dataset is used for the trustworthiness prediction  in  SIoT. IoT-23 is a data collection including network 

activity from IoT devices. It has 20 malware catches in IoT devices and 3 grabs of benign IoT device traffic. Its 

rationale is to offer academics with a big dataset of valid and tagged IoT infections with malware and benign traffic 

to help them develop ML techniques. Avast Software financed this dataset and the research. The virus was allowed 

to get connected to the internet. This dataset is useful for distinguishing between trustworthy and untrustworthy 

devices by analyzing their network activity. 

Performance Metrics 

Accuracy is a performance indicator used to assess the efficacy of a ML model in classification tasks. It calculates 

the percentage of true predictions generated by the model out of all forecasts. Accuracy is often used, however it 
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may not always be the optimal statistic, particularly in unbalanced data sets. The accuracy computation is given by 

the equation (1). 

                       (1) 

If the model shows high accuracy with the set data, it implies that the model is functioning well, whereas lower 

levels show inefficiency in its predictions. However, this could be erroneous if the data being collected is biased.  

Precision is a metric that quantifies the strength of any classification model. It is calculated using the following 

formula: precision is given in equation (2).   

                                             (2) 

Recall measures the ability of the model to locate each relevant instance in that dataset. It is crucial, for instance, in 

situations where ignoring positive instances (false negatives) is costly. The formula for calculating Recall is given in 

equation (3) 

                                                                                                          (3) 

The F1 Score is an indicator of performance that utilizes Precision and Recall to assess a classification algorithm. It 

is especially beneficial when the dataset is skewed and you need a statistic that takes into account both false 

positives and false negatives 

                     (4) 

In order to estimate the trustworthiness of IoT devices in SIoT networks, the table 1 contrasts the performance of 
three algorithms: GNN, RNN, and a Hybrid GNN-RNN. 

Table 2 Performance Analysis 

Prediction Model Accuracy (%) Precision (%) Recall (%) F1-Score(%) 

GNN 86.6 84.6 77.3 79.1 

RNN 83.3 80.5 76.7 78.2 

Hybrid GNN-RNN 91.8 89.1 87.4 89.2 

 

From table 2, it is clear that the hybrid GNN-RNN performs better in predicting the trustworthiness of IoT devices.  

The hybrid model improves accuracy by using GNNs to prevent misclassifications caused by outlier associations in 

the graph. The most effective outcome is shown by the Hybrid GNN-RNN model, which combines the advantages of 

both GNN (capturing intricate relationships) and RNN (managing temporal patterns). Although GNN and RNN 

work well separately, the hybrid technique performs more effectively, especially in accuracy (+5.2% over GNN, 

+8.5% over RNN) and recall (+10.1% compared to GNN, +10.7% compared to RNN). This demonstrates the benefit 

of integrating models to handle the complex elements of predicting trustworthiness in SIoT networks. 

 
                                                                        Figure 4 Methods vs Measures 

Figure 4 presents the performance chart for GNN, RNN, and the proposed hybrid GNN techniques. It is found that 

the hybrid GNN-RNN outperforms the other two methods.  GNN effectively captures connections and structural 

interconnections in IoT networks. It moderates recall due to its weak capacity to accurately predict temporal 
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activity. It works well in environments where data with relationships (e.g., topology and links) is prevalent. RNN 

excels at detecting sequential relationships in device activity across time. It performs poorly on measures that rely 

on relational context, such as accuracy, since it does not naturally describe network structure. It is suitable for cases 

with a high volume of time-series data data and a little attention to network interactions. The hybrid GNN-RNN 

provides optimal performance by integrating relational and temporal modelling characteristics. Increased accuracy 

and recall suggest a more consistent ability for accurately identifying trustworthy and untrustworthy devices. It is 

ideal for IoT applications where network interactions and temporal device activity are important. Employ 

oversampling or weighted loss to address skew in trust ratings for data imbalance. Regular updates to the model are 

necessary to account for evolving device behavior. and the model justification for choices made to increase user 

confidence. 

 

CONCLUSION 

The study suggests a hybrid DL framework based on GNN and RNN for trustworthiness prediction of IoT devices in 

SIoT. In terms of the performance metrics, the results show that the proposed hybrid model outperforms the GNN 

and RNN approaches independently. DL models have considerable potential for managing trust in SIoT networks 

because of their capacity to assess complicated multidimensional data and adjust to the changing nature of social as 

well as physical interactions. However, applying them effectively necessitates overcoming problems such as quality 

of data, interpretability, and utilization of resources. Future studies ought to focus on improving model 

explainability, constructing compact and secure architectures, and collecting vast, varied datasets for training more 

robust models. Addressing these difficulties will allow the efficient deployment of deep learning to develop safe, 

reliable, and scalable SIoT ecosystems. The future work includes Improving the interpretability of DL models in 

order to increase user trust and discover the fundamental causes of risks and also to combine DL and block chain to 

provide safe, identifiable device interactions. 
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