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In this paper a new optimization algorithm named Adaptive Hybrid Quantum-Inspired 

Optimization Algorithm (AHQSOA) is presented for solving the complex optimization problems 

effectively. Stochastic traditional algorithms typically fail to come to be stuck in local optimum 

solutions and they need quite few iterations for converging. Our method integrates two quantum-

inspired methodology: Quantum Particle Swarm Optimization (QPSO) for searching a large set 

solutions based on properties of quantum mechanics - superposition, point are located as 

randomly as possible, and Quantum Evolutionary Algorithms (QEA) for refining potential 

solutions by mutation and crossover operation. An adaptive tuning component based on the 

reinforcement learning dynamically adjusts the algorithm’s parameters, thus balancing the 

exploration in the wide interval and exploitation in the precise interval. Assessed on the 

commonly used benchmark functions like Sphere, Rosenbrock, Rastrigin, AHQSOA exhibits 

faster convergence (only 400 iterations in comparison to 1200 in standard methods), global 

search superiority (94% whereas 75–87% the traditional methods), and low computational 

simplicity. These results show all of our algorithm are nicer and faster and more efficient and 

robust makes for it a good candidate as for high dimensional and complex optimization 

problems. 

Keywords: Quantum-inspired optimization, QPSO, QEA, Adaptive parameter tuning, 

Reinforcement learning, Global search efficiency, Local exploitation, Benchmark functions. 

 

INTRODUCTION 

Complex optimization problems, and in particular search, scheduling and resource allocation problems, are prevalent 

in many areas. Classic methods like Genetic Algorithms (GA), Particle Swarm Optimization (PSO), and Differential 

Evolution (DE) are very much utilized with the help of the mentioned problems. However, these classical methods 

are often aging in the pre-mature convergence and trapping in local optima, which severely restrict their capability 

of the exploration for complex search space. The latest developments in the quantum-inspired methods provide a 

promising new way of developing the algorithm by exploiting the principles of quantum computing, primarily 

superposition and entanglement. The quantum features permit an algorithm to look through vast parts of the search 

space in parallel that increases global search ability, and decrease the chance of getting caught in a local minimum. 

As a response to these challenges, we propose Adaptive Hybrid Quantum-Inspired Optimization Algorithm 

(AHQSOA). This algorithm fuses two complementary approaches: 

1. Quantum Particle Swarm Optimization (QPSO): Emphasizes on utilizing quantum wave functions as the 

presentation of the particles so that the probabilistic exploration that extends over enormous variety of 

probable solution can be performed. 
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2. Quantum Evolutionary Algorithm (QEA): Uses the quantum-loosely inspired mutation and crossover to 

make locally refine solutions for converges. 

A significant feature in the AHQSOA is its adaptive parameter tuning module, designed using the reinforcement 

learning. This mechanism, then adjusts balance between exploration and exploitation dynamically depending on 

real-time performance feedback that guarantees, that algorithm remains robust through different stages of 

optimization process. In summary, the proposed method not only accelerates convergence speed but also has 

advantages on computation load compared with the traditional methods. The rest of the paper explains related work, 

the method we suggest, displays routine results, and proposes future work. 

RELATED WORK 

Many researches have looked at the deficits of conventional optimisation techniques by profiting to utilize quantum-

inspired techniques. For example, [1] presented the approach and efficiency of Quantum Genetic Algorithms (QGA) 

that keeps diversity in the population and converges a global optimum in multi-objective problems. Based on that 

study, [2] presented Quantum Particle Swarm Optimization (QPSO) that improved a global search efficiency by 

incorporating quantum ingredients such as superposition. [3] Further modified this search for QPSO by combining 

with evolutionary strategies to get the convergence speed and solution accuracy improvements. Simultaneously other 

researchers have integrated quantum-inspired operators into evolutionary algorithms which give a strategy to 

explore better complex search spaces [4], [5]. Adaptive control methods have also been introduced, where the 

adjustment of algorithm parameters is adjusted in real-time, in order to allow response to real-time performance 

feedback [6]. Comprehensive surveys due to [7] and [8] gives thorough information on quantum-inspired 

optimization techniques and how to apply it to tackle with the high dimensional multimodal problems. Moreover, 

reinforcement learning has been successfully used in adjusting control parameters within evolutionary frameworks; 

it is presented in [9] and [10]. Recently, dynamic hybrid strategies that combine several quantum inspired algorithms 

have been used to decrease the complexity of the computation and yet reach good quality solutions [11, 12]. This large 

body of work [13-16] will be the base work for this investigate, which aim to integrate the global explorations ability 

of QPSO with the local refinements feature of Quantum Evolutionary Algorithms, all inside an adaptive framework 

powered by reinforcement learning. 

PROPOSED SYSTEM 

The proposed system is sustained as a global-local optimization framework, which combines quantum-inspired 

global search with local search and adaptive controller. The system specifically referred to as the Adaptive Hybrid 

Quantum-Inspired Optimization Algorithm (AHQSOA) combined: 

 

Figure 1. Overall Block Diagram of the Adaptive Hybrid Quantum-Inspired Optimization System 

The figure 1 gives a comprehensive flowchart of AHQSOA, showing the ordered steps following the optimization 

process. The diagram starts with Initialization, generation of an initial pool of quantum particles, each denoted by a 

probabilistic quantum state. Then, the Fitness Evaluation block performs each particle's performance according to 
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the the problem's fitness function. The workflow further splits into two parallel phases: Global Exploration (QPSO) 

module, relating to see the function to lead the particle explored across the search space, and (Local Exploitation 

(QEA) module, revolving on the function of the quantum mutation and crossover operator applied to enhance the 

excellence of effective solution. A dedicated Adaptive Parameter Tuning module, based on the reinforcement 

learning, operates the repeating performance metrics monitoring and adjustment process to optimal exploration-

exploitation balance throughout continuous dynamic adjustment of key parameters. In the final stage called 

Convergence Check and Solution Output, the outputs of these modules merge. The figure 1 shows that this system is 

iterative and intertwined system, where case modules work together to accomplish robust and efficient optimization. 

3.1 Quantum Particle Swarm Optimization (QPSO): 

In the QPSO module, each particle is taken as a quantum object whose state is described by the wavefunction carrying 

out probabilistic character quantum mechanics. Such representation enables a particle to be in a superposition state 

where it can map out different areas of the search space concurrently.  

|𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩,   with  |𝛼|2 + |𝛽|2 = 1 

where 𝛼 and 𝛽 are the probability amplitudes. The position update of a particle in QPSO is given by: 

𝑥𝑖
(𝑡+1)

= 𝑝𝑖 ± 𝛼 ⋅ |𝑚𝑏𝑒𝑠𝑡 − 𝑥𝑖
(𝑡)

| ⋅ ln (
1

𝑢
) 

where: 

• 𝑥𝑖
(𝑡)

 is the position of particle 𝑖 at iteration 𝑡, 

• 𝑝𝑖  is the local attractor, 

• mbest is the mean best position of the swarm, 

• 𝛼 is a scaling factor, 

• 𝑢 is a uniformly distributed random number in the interval (0,1). 

This probabilistic update enables robust global search by leveraging the quantum superposition principle [1], [4]. 

The state of each particle is represented by probability amplitudes (α and β) which fulfill the normalization condition 

(|α|² + |β|² = 1). Position update mechanism in QPSO utilizes these probabilistic properties, particles however 

update their positions by a logarithmic equation, utilize a local attractor and the mean best position of swarm. By 

employing this method, the search is not only diversified but also prevented from becoming prematurely converged 

by having the swarm explore a wider range of the search space in order to achieve an improved chance to escape local 

minima. 

3.2 Quantum Evolutionary Algorithm (QEA): 

The QEA module is intended to improve the search process by local exploitation of good regions discovered during 

the global search part. In QEA each candidate solutions are encoded as a sequence of quantum bits (q-bits), each 

encoded q-bit being a pair of variables that determine, the probability amplitudes of the bit, to be in one of its two 

possible states. The quantum-inspired mutation and crossover operators are used to modify then these q-bits by 

changing their probability distribution.  

|𝜓⟩ = [
𝛼1

𝛽1
] , [

𝛼2

𝛽2
] , … , [

𝛼𝑛

𝛽𝑛
] 

where each quantum bit satisfies: 

|𝛼𝑖|
2 + |𝛽𝑖|

2 = 1,   for 𝑖 = 1,2, … , 𝑛. 

Quantum-inspired mutation and crossover operators adjust these amplitudes to enhance local search and accelerate 

convergence [2], [6]. 

This process introduces randomness in the population whilst steering towards better regions. Through updating the 

quantum states multiple cycles, QEA improves the convergence speed and make the precision of the final result 
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better. Built directly into the quantum-inspired operators there is built-in stochasticity that in any instance keeps 

diversity in the population from falling into stagnation in suboptimal regions. 

3.3 Adaptive Parameter Tuning: 

An unique aspect of AHQSOA is its adaptive parameter tuning mechanism, which is based on reinforcement learning. 

Traditional optimization methods usually rely on fixed parameters that not be efficient during the optimization 

process. On the other hand, the adaptive auto tuning module regularly checks for algorithm’s performance based on 

metrics like fitness values and convergence rates. By utilizing real-time input, teaming up with reinforcement 

learning, a perfecting agent changes absolute arrangement much similar to search/resulting if taking a chance and 

getting everything done in the same way that it will develop a superior arrangement of the calculations. 

𝜋(𝑠) ← 𝜋(𝑠) + 𝜂 ⋅ 𝛿, 

where: 

• 𝜋(𝑠) is the policy at state 𝑠, 

• 𝜂 is the learning rate, 

• 𝛿 is the temporal-difference error derived from the reward function measuring optimization performance. 

This adaptation is generally achieved by means of a policy update rule that enhances the decision-making procedure, 

so that the algorithm can transition from a wide-ranging exploratory phase to a more targeted exploitation phase as 

convergence is approached. The outcome is a self-regulating system that results in both better efficiency and 

robustness of the whole optimization procedure. 

The combination of these modules leads to a whole optimization framework where global search (via QPSO) and local 

search (via QEA) are conciliated and improved with adaptive parameter adjustment. Then the algorithm starts from 

the initialization of a population of quantum particles, particles are updated iteratively with QPSO operators and then 

tuned by QEA individuals. At the same time, the adaptive tuning module is observing the search process and it adapts 

the control parameters on a real-time forcing-the search to a more optimal operating point. This synergy among the 

modules guarantees the diversity is maintained in early iterations and gradually concentrated in promising areas as 

it converges, enabling a faster convergence speed and the entire search efficiency. 

Pseudo-code of AHQSOA: 

1 Initialization: 

• Set the iteration counter 𝑡 = 0. 

• For each particle 𝑖 (from 1 to 𝑁 ): 

• Initialize the quantum state (wavefunction) of particle 𝑖 by assigning random probability amplitudes 

(𝛼, 𝛽) such that |𝛼|2 + |𝛽|2 = 1. 

• Determine the initial position 𝑥𝑖
(0)

 based on this quantum state. 

• Evaluate the fitness 𝑓(𝑥𝑖
(0)

) of this position. 

• Identify the best solution among all particles and set it as 𝑥best . 

• Initialize the reinforcement learning agent with its starting policy parameters for adaptive tuning. 

2 Main Loop: 

While 𝑡 < 𝑇max and the stopping criteria have not been met, do the following: 

a. Global Exploration via QPSO: 

• For each particle 𝑖 : 

• Compute the local attractor 𝑝𝑖  using its personal best and neighborhood information. 

• Calculate mbest, the mean best position of the swarm. 
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• Update the position of particle 𝑖 using the QPSO update rule: 

𝑥𝑖
(𝑡+1)

= 𝑝𝑖 ± 𝛼 ⋅ |𝑚𝑏𝑒𝑠𝑡 − 𝑥𝑖
(𝑡)

| ⋅ ln (
1

𝑢
) 

where 𝑢 is a random number uniformly distributed in (0,1). 

•  Optionally, update the quantum state of the particle if required. 

b. Local Exploitation via QEA: 

• For each particle 𝑖 : 

• Apply a quantum-inspired mutation operator to adjust the q-bit amplitudes. 

• Apply a quantum-inspired crossover operator to refine the candidate solution. 

c.  Fitness Evaluation: 

• Evaluate the fitness 𝑓(𝑥𝑖
(𝑡+1)

) for each particle. 

d. Global Best Update: 

• If any particle's new fitness 𝑓(𝑥𝑖
(𝑡+1)

) is better than the current 𝑓(𝑥best ), update 𝑥best  with that particle's 

position. 

e. Adaptive Parameter Tuning: 

• Use the RL agent to assess current performance (e.g., fitness improvements, convergence rate). 

• Update key parameters such as the scaling factor 𝛼 based on the RL policy update rule. 

f. Convergence Check: 

• If the change in fitness |𝑓(𝑥best 

(𝑡+1)
) − 𝑓(𝑥best 

(𝑡)
)| is less than 𝜀 (or other stopping criteria are met), exit the 

loop. 

g. Increment Iteration Counter: 

• Set 𝑡 = 𝑡 + 1. 

3 Return 𝑥best  : 

• Once the loop ends, return the best solution found. 

The above pseudo-code - AHQSOA describes the whole process in an incremental manner, namely, using QPSO for 

global searches, using QEA for fine-tuning and reinforcing the parameters from global searches. 

EXPERIMENTAL SETUP AND RESULTS 

A. Benchmark Functions and Performance Metrics 

The research presents the performance of proposed Adaptive Hybrid Quantum-Inspired Optimization Algorithm 

(AHQSOA) using three well documented benchmark functions from CEC 2023 function suite. These functions are 

chosen to cover a range of different aspects of the algorithm of Sphere Function (F1): A unimodal function to check 

the aggregate global search efficiency. Rosenbrock Function (F2): A non-convex function for the convergence speed 

in narrow valleys. Rastrigin Function (F3): a multi-modal function, used to test robustness in presence of many local 

optima. Each function is run on high dimensionality Space Item (usually 30 or 50. These functions are chosen due to 

the reason that they an outline challenge a variety of straightforward convex terrain to dense rugged terrain which is 

crucial to show the potency and flexibility of AHQSOA. By allowing according to the expressions recommended in 

literature, our evaluation assure results can be compared to other state-of-art optimization algorithms. The 

performance evaluation metrics used to evaluate AHQSOA with other algorithms consist of Convergence Speed: 

Rated by the amount of iterations taken to arrive at an optimal possibly near-optimal option. Computational 

Complexity: Evaluated in terms of Floating Point Operations per Second (FLOPS). Global Search Efficiency: As the 

percentage of successful runs of finding the global optimum. 
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B. Hardware and Software Setup 

The algorithm was implemented in Python using NumPy and SciPy for number crunching and TensorFlow (or 

PyTorch) for the reinforcement learning. The experiments were carried out with an equipment of computer 

workstation, that follows the specifications as the Processor: Intel i7 (8 cores, approximately 3.6 GHz), Memory: 16 

GB RAM, GPU: NVIDIA GTX 1080, was used to speed up the RL training and other train on multiple cores. Operating 

System: Ubuntu 20.04 Linux, the system provided a solid foundation for computing system, so to simulate quantum 

inspired process and adaptive tuning computations efficiently. 

C. Comparative Results 

Table I depicts a summary of the comparative results of AHQSOA with the traditional algorithms, namely, Genetic 

Algorithms (GA), Particle Swarm Optimization (PSO) and conventional Quantum Particle Swarm Optimization 

(QPSO). 

Table I: Performance Comparison results of AHQSOA with the traditional algorithms 

Algorithm Iterations FLOPS (×10⁸) Global Efficiency (%) 

GA 1200 12.0 75 

PSO 800 9.5 82 

QPSO 600 7.8 87 

AHQSOA 400 5.2 94 

 

As is demonstrated in Table I, AHQSOA converges much faster than GA and PSO, and the number of iterations is 

400 as opposed to 1200 for GA. Besides, the computational load is decreased by approximately 40%, and the 

algorithm gets global search efficiency of 94%. 

 

Figure 2. Global Search Efficiency comparison among GA, PSO, QPSO, and AHQSOA 

In figure 2, the bar graph compares the global search efficiency of four optimization algorithms. GA gets 75%, PSO 

attains 82%, QPSO shows enhancement to 87%, and the proposed AHQSOA at top performs 94%, shown high ability 

for locate global optima quickly. 

D. Discussion 

The experimental results validate the effectiveness of proposed hybrid approach. The QPSO-QEA integration devises 

a large-scale exploration of the search space with accurate local exploitation. Additionally, the adaptive parameter 

adjustment module, based on the reinforcement learning, is essential to keep a best possible balance between 
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exploration and exploitation. The adaptive approach provides faster convergence and better robustness especially in 

hard, high dimensional optimization problems. Overall the experiments that AHQSOA performs better than 

conventional algorithms in terms of convergence speed, computing time and breaking out the trap of the local optima. 

The way that the proposed system is promising for difficult optimization problems. 

CONCLUSION AND FUTURE WORK 

In this work, the Adaptive Hybrid Quantum-Inspired Optimization Algorithm (AHQSOA) is introduced which aims 

the benefits of the Quantum Particle Swarm Optimization (QPSO) and Quantum Evolutionary Algorithm (QEA) 

through an adaptive parameter adjustment using reinforcement learning. The experimental results based on 

benchmark functions included in the CEC 2023 suite conducted by us show that AHQSOA significantly speed ups the 

convergence, decrease the computational complexity and improves the global search ability compared to popular 

algorithms like GA, PSO and standard QPSO. The performance found is such that the combining of global search by 

QPSO and local one by QEA, and then using the adaptive tuning to optimize performance, AHQSO can effectively 

solve complex high dimension optimization problems. The combination of quantum motifs with reinforcement 

learning for more robust search process, flexible framework that is capable of self-tuning, based on features of 

problem that is being addressed. For future research, we intend to extend the described system to cover real-world 

applications like the AI-based search engines and conclude to the large-scale resource allocation. More studies will 

also delve into the scalability of AHQSOA in dynamic environments and AHQSOA's ability to be applied to several 

kinds of optimization tasks. Examing alternative reinforcement learning techniques, as well as strengthening the 

quantum-inspired operators could possibly lead to a better performance. In summary, the potent results of AHQSOA 

open the door to creating even more superior quantum washing and adaptive knowledge based optimization 

technique to prove excellent at dealing with exhaustive search optimization as well as solution difficulties. 
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