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The number of service providers is growing significantly across all industries. 

Customers have several options when determining where to put their hard-

earned cash in the banking sector. Thus, customer retention and churn have 

become the banks’ main priorities. Previously, supervised machine learning 

(ML) classifiers have been utilized in research, but feature engineering for 

these classifiers is labor-intensive, resulting in an incomplete and overly 

specific feature selection. So, the proposed system proposes a 

hyperparameter-tuned deep learning (DL) model for customer churn 

prediction (CCP) in banking sectors. The proposed system mainly comprises 

‘3’ phases: data preprocessing, data balancing, and CCP. Data preprocessing, 

such as data cleaning and normalization, is performed on the collected 

dataset. After that, the data balancing is done with the help of an improved 

synthetic minority oversampling technique (ISMOTE) to balance the 

preprocessed dataset. Finally, the CCP uses hyperparameter tuned and soft 

plus activation based on deep multi-layer perceptron (HTSADMLP). The 

proposed system is tested using a churn dataset of banking customers, and 

the empirical results demonstrate that the proposed work outperformed 

conventional methods with 97.81% accuracy.  

Keywords: Customer Churn Prediction, Data Preprocessing, Data 

Balancing, Deep Learning, and Machine Learning. 

INTRODUCTION 

There are many service providers available today in every industry. Any alternative has an abundance 

of customers. The banking industry offers a variety of choices for people who want to keep their money 

safe [1]. In the next three years, 66.8% of existing banking clients plan to or have already utilized a bank 

account from a non-traditional business (big tech or fintech), according to the World Retail Banking 

Report 2019. This varied competition environment makes it harder for traditional banks to retain their 

current customer base [2]. Customer churn is critical for financial organizations since it significantly 

affects a bank's earnings and reputation [3, 4]. The percentage of customers who choose not to use or 

subscribe to a good or service offered by a business or organization is known as customer churn or 
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customer attrition. Managing client churn is very important in the banking sector, where massive 

amounts of data are analyzed to extract information for effective and lucrative actions [5]. The employer 

may offer rewards and gifts to keep those clients once a prospective churn customer has been identified 

[6]. Over the past few decades, technology development has allowed banks and many other service 

providers to gather and preserve information on their clients and categorize them as either churners or 

non-churners. 

Banks consider customer relationship management (CRM) crucial in retaining current customers 

and lowering customer churn. To keep current customers, CRM analysts must foresee which customers 

will leave and investigate the causes of customer churn. The prediction techniques used by CRM 

analysers must be accurate, but [7]—Consequently, a technique known as data mining is used to extract 

useful information from data. Data mining's ML component enables businesses to examine consumer 

behavior, especially churn [8]. Traditional learning models like logistic regression (LR), support vector 

machines (SVM), decision trees (DT), random forests (RF), etc., are primarily used for detecting churn 

in customers [9]. However, it necessitates a lot of manually designed features (hand-crafted features) 

and has poor simulation outcomes with vast quantities of data on the other side [10]. Some writers have 

recently employed DL techniques to forecast client turnover in the banking industry [11]. Although it 

can quickly and precisely analyze vast amounts of bank churn data, produce insightful conclusions, and 

effectively resolve complex problems, further development is still required to produce more effective 

outcomes. In this bank CCP, the class imbalance issue is also crucial. An unbalanced dataset produces 

inaccurate findings, and system training takes an extended period. This research suggests a novel DL 

classifier with hyperparameter tuning for banking sectors to forecast customer turnover to address 

these problems. The main objectives of the proposed system are listed as follows: 

• Data preprocessing, such as data cleaning and normalization, is performed to preprocess the collected 

dataset, which improves the prediction accuracy and reliability of the model. 

• We are employing ISMOTE to balance the pre-processed dataset, which decreases the computational 

complexity and helps to attain more generalized results. 

• Utilizing the HTSADMLP model for CCP, the weights and biases of the DMLP are tuned using an 

enhanced butterfly optimization algorithm (EBOA) to get the optimal prediction results. 

The remaining parts of the paper are described as follows: Related works regarding the proposed 

system are given in part 2. Part 3 deeply explains the phases of the proposed system for CCP. The 

outcome comparison of the proposed and existing schemes is given in section 4, and finally, section 5 

describes the conclusion and future research of the current research model.  

1. RELATED WORK 

Stephane C. K. Tekouabou et al. [12] presented an ensemble of ML models with a data-balancing 

approach for banking churn prediction. The data for analysing the system was gathered from 

https://www.kaggle.com/datasets/shrutimechlearn/churn-modelling. The collected data were 

reprocessed, and the pre-processed dataset was balanced by applying SMOTE. The balanced dataset 

was passed to the ensemble of ML frameworks to perform churn prediction. The system attained higher 

results for the RF algorithm with an accuracy of 0.86.  Leonardo Jose Silveira et al. [13] presented 

an ML model to perform CCP. The system used the rank widget model to select the more informative 

features from the pre-processed dataset, in which the features were selected based on the correlation 

between them. The selected features were fed into the classifiers such as RF, artificial neural network 

(ANN), DT, and LR. Comparing all, the RF model proved to be a better classification system for CCP 

with 82% accuracy.  

Vijayakumar Bharathi S et al. [14] presented an ML model called extra tree classifier (ETC) to 

perform CCP of retail banks. The data of 7000 Indian respondents were collected and fed into the ETC 

to perform the CCP. The method attained an accuracy of 92% and an AUC of 91.88%, superior to the 

existing schemes.  Masoud Alizadeh et al. [15] presented a hard and soft data fusion model for 

performing the CCP of the banking sector. The system collected the data from an openly available 
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repository and performed preprocessing on the collected data to improve prediction accuracy. The 

mining of the pre-processed data was done using hard and soft data fusion models, in which hard 

modelling was carried out using change mining, and soft modelling was done based on the dempster-

shafer theory. The method attained the maximum accuracy of 0.86% for CCP.  R. Yahaya et 

al. [16] presented an ANN for CCP by incorporating a hybrid genetic algorithm (GA) and k-means 

clustering (KMC) approach. The dataset was obtained from the Kaggle repository to initiate the training 

process. After preprocessing, the pre-processed data was filtered using the GA and KMC models. 

Finally, ANN was utilized to perform the CCP. The model attained better results when the noise was 

filtered from the raw data.  

Customer churn is a severe issue in the banking industry that happens more frequently. The surveys 

listed above employ ML approaches to forecasting client turnover in the banking sector. ML techniques 

allow for analyzing customer behavior, calculating their likelihood of leaving and making accurate 

predictions. However, while tackling the challenging issue of massive volumes of data, current ML 

algorithms still need to produce satisfactory results. Additionally, they require a manual feature 

extraction method to train the system's prediction mechanism effectively. So far, DL algorithms have 

produced excellent results in predicting customer turnover, but the banking sector has yet to see much 

development. Also, a class imbalance in the collected dataset is a significant classification performance 

problem. Considering these drawbacks in mind, this paper solves the class imbalance problem in the 

collected dataset using an efficient oversampling approach. It proposes a novel DL model for accurately 

predicting customer churn in banking sectors.  

2. PROPOSED METHODOLOGY 

Figure 1 shows the workflow of the proposed model. The process of CCP using the proposed system 

consists of three stages: data preprocessing, data oversampling, and CCP. The banking customer data 

was initially collected from the publicly available Kaggle dataset. Then preprocessing operations are 

performed on the collected data to improve model’s performance. Afterward, an oversampling model 

called ISMOTE is utilized to solve the data imbalance issue in the preprocessed dataset. Finally, an 

HTSADMLP is used to perform the churn analysis of the customers, in which the parameters of the 

DMLP are tuned using a butterfly optimization algorithm.  

 

Figure 1: Workflow of the proposed methodology 
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2.1 Data Preprocessing 

Before training the model, it is essential to preprocess the collected data to attain improved performance 

in CCP. This paper performs three preprocessing procedures: handling missing values, data encoding, 

and normalization.  

Step 1: Handling missing values 

This step identifies and handles the missing values in the dataset by applying the imputation approach. 

If any missing values are present in numerical columns like balance, age, and credit score then the mean 

imputation is applied that computes the mean values of the non-missing values in the particular column 

and fills it on the missing values.  If any missing values are present in categorical columns like gender 

and geography, the mode imputation is applied so that the most frequent value is used to fill in the 

missing one.  

Step 2: Encoding 

This step converts the categorical data like gender and geography into numerical ones to be better apt 

for ML models. The one hot encoding was utilized for the geography features, whereas the label 

encoding was utilized for gender features (0 for female and 1 for male) 

Step 3: Normalization 

We use min-max normalization to normalize the dataset features that convert all values to the same 

scale between 0 and 1, where the smallest value of the features is normalized to 0, and the largest value 

is normalized to 1. So, both small and large values of the features will have equal importance in learning. 

The mathematical formulation is given below.  



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




−

−
=

minmax

min__
ISIS

ISIS
NormMaxMin
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
   (1) 

Where, and maxIS  are the maximum and minimum values of the feature in the dataset. 

2.2 Data Balancing 

After preprocessing, data balancing is crucial because data imbalance problems negatively affect 

classification results by frequently classifying minority classes as the majority class. Data with 

significant disparities between classes, when minority classes dominate churn classes, is said to have a 

class imbalance problem. An ISMOTE can be used in this paper to solve the class imbalance issue. The 

Synthetic Minority Sampling Technique (SMOTE) is a method of oversampling that creates synthetic 

samples from the minority class, which creates new synthetic minority samples along the line between 

the minority examples and their chosen nearest neighbors. All information is recovered because the 

volume of data is not reduced. Despite being simple, SMOTE has a marginalization issue that could 

result in more significant class overlap or overgeneralization. The SMOTE algorithm may introduce 

marginalization when creating data. The synthetic sample points produced by the positive sample point 

and neighboring sample points may likewise be on this edge and become more and more marginalized 

if a positive (minority) sample point is close to the distribution edge of the positive sample set.Thus, to 

avoid this, the proposed system first computes the center points ( )cEC ˆˆ of negative samples s̂ and 

positive samples s̂ using equation (2). 
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A minority class sample is selected to generate its synthetic data after computing the center 

points. Then, one among the −k nearest minority class neighbors of that sample is randomly 

selected.Then, one generates the synthetic sample mTD  by interpolating between and as follows: 

( ) ( )SAECRandSATD cm −+= ˆˆ1,0     (3)  

Where, ( )1,0Rand  refers to the random number between 0 and 1 and SA denotes a data 

sample in minority-class samples. 

2.3 Customer Churn Prediction 

Once the dataset has been balanced, the CCP uses the HTSADMLP. An ANN with multiple feeds 

forward called DMLP maps input vectors to output vectors. It is a connected graph with input, hidden, 

and output layers, among many others. Many neurons with activation functions are present in the 

hidden and output layers. The rate of convergence of the network on the error rate largely depends on 

the choice of hyperparameters, and the random hyperparameter is chosen in DMLP. Thus, the proposed 

system uses an enhanced butterfly optimization algorithm (EBOA) to optimally select the 

hyperparameter (weights and bias) to increase the prediction rate and decrease the computational 

efficiency. 

Furthermore, the sigmoid and tanh activation functions are frequently used in DMLP because 

they perform well in smaller and medium-sized networks. The gradient goes extremely close to zero 

during backpropagation when deep networks are approached, making it the most vulnerable to the 

gradient vanishing problem. As a result, weight is rarely modified, which causes very slow convergence. 

Thus, the proposed system uses a soft plus activation function to address the vanishing gradient 

problem in the network. It is a smoother version of the rectified linear unit (ReLU) activation function 

and can constrain a machine’s output to always be positive. The hyperparameter tuning and activation 

function modifications in conventional DMLP are termed HTSADMLP. The steps involved in the 

HTSADMLP are explained as follows: 

Step 1: To begin, this layer's neurons receive input (balanced dataset) and pass it on to the other layers 

of the network. Next, compute the weighted sum of the input as follows: 


=

+=
p

m

nmnmm TDK
1

,

''      (4) 

Where, −p refersto the number of neurons in the network, mTD   indicates the balanced input 

dataset, nm, denotes the connection weight of the 
thm−

node in the input layer and the 
thn−

node in the 

hidden layer, and n
 represents the bias value in the 

thn−
hidden node. Herein, the weights and biases 

are randomly selected by the DMLP,and this random initialization affects the outcomes of the proposed 

approach and computation process. So, the hyperparameter is optimally selected by EBOA, which is 

deeply explained in step 2. 

Step 2: Hyperparameter Tuning 

The hyperparameters of DMLP are optimally chosen using EBOA to enhance the model 

performance in several ways. Because the performance of the DMLP heavily depends on the choice of 

hyperparameters such as learning rate, batch size, number of hidden units, activation function, number 

of neurons per layer, and epochs. The EBOA provides optimal combination by exploring the 

hyperparameter space and enables the model to learn complex patterns from the churn dataset for 

faster convergence, better generalization, and higher accuracy.  The BOA is a swarm-based 

metaheuristic algorithm inspired by the butterfly’s foraging behavior. The algorithm chooses the 

optimal set of hyperparameters by moving through the search space. However, the models fall into local 
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optimal solutions when applied in a high-dimensional search space like DMLP because of the standard 

search strategy used to adjust the candidate solutions, i.e., the positions of the butterflies. So, we apply 

the Cauchy mutation to make large random movements in the search space that make the model move 

to the space ignored by the traditional search mechanism. So, this better exploration helps the model to 

escape from local optimal solutions and slower convergence,thereby improving optimization 

performance.  

Step 1: Initialize the population of butterflies randomly, where each butterfly represents the 

set of hyperparameters for the model. Let's define the position of the as 

               (5) 

Where  denotes the  hyperparameter of the  butterfly, and  denotes the number of 

hyperparameters. Below is the range, where the hyperparameters are randomly initialized.  

                   (6) 

Where  indicates the lower and upper bounds space of the hyperparameter  

Step 2: Train the DMLP model with the current set of hyperparameters to measure model 

performance and evaluate the fitness of butterflies. The solutions attaining higher accuracy are chosen 

as the current iteration's fittest solutions, expressed as follows.  

               (7) 

Step 3: Adjust the hyperparameters by applying Cauchy mutation, which uses Cauchy 

distribution to introduce the randomness. The mutation of each solution is computed below.  

                (8) 

Where  denotes the arbitrary number from the Cauchy distribution with 

scale parameter ,  denotes the random number generally ranges from 0 to 1,  controls the mutation 

step size to enable larger jumps in search space. By enabling the larger random jumps in search space, 

the Cauchy mutation allows butterflies to explore new search space regions effectively.  

Step 4: Update the position of the butterflies by combining the global best butterfly position 

and random butterfly position, which is expressed as 

 

Where,  indicates the position of the butterfly having the higher fitness value,  indicates 

the random butterfly position from the population and   indicates the coefficients that control the 

influence of global and random butterflies. Doing so balances exploration and exploitation.  

Step 5: Retrain the DMLP model with the updated hyperparameters to re-evaluate the fitness 

of the butterflies. Update the final global best butterfly by comparing the new fitness. with the 

best fitness ( ). 

              (10) 

 Update the global best solution if the new position of the butterfly obtains the best fitness.  

                                   (11) 
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Repeat the above steps until the maximum number of iterations is reached. The algorithm 

output contains the best set of hyperparameters for the model.  

3. RESULTS AND DISCUSSION 

Here, the outcomes of the proposed CCP system using the proposed DL model are contrasted with the 

existing related techniques to prove its efficiency. The experiments are executed on a Windows 

operating system with Python 3.7 and an NVIDIA GeForce 930M graphics card. The processor is an 

Intel Core i7 with 8 GB of RAM. The proposed system uses anopenly available customer churn banking 

dataset from Kaggle: https://www.kaggle.com/datasets/radheshyamkollipara/bank-customer-

churn.The dataset includes information about the bank customers and whether they churned or stayed 

in the bank, which can help predict which customers might leave the bank; thus, the bank tries to retain 

them.  The attributes and their distribution of the dataset are shown in Table 1.  

Table 1: Attributes and their Description 

Attributes Description/Distribution 

Row number A unique number was assigned to 

each customer. 

Customer Id A unique ID was assigned to each 

customer 

Surname Customer’s last name 

Credit Score The creditworthiness of 

customers generally ranges from 

300 to 850. 

Geography The customer location (France, 

Germany and Spain) 

Gender Male or Female 

Age Age of the customer (Mostly from 

30 to 50) 

Tenure The customers staying years in 

the bank 

Balance Account balance of the customer 

(most of them have low, and 

some have very high balances) 

NumOfProducts The number of products the 

customer uses, like credit cards, 

loans, etc. 

HasCrCard Whether the customer has a 

credit card or not 

IsActiveMember Whether the customer uses the 

banking services actively. 

EstimatedSalary Estimated salary of the customer 

Exited Whether the customer has exited 

the bank or retained, exited 

means 1, and stayed means 0. 

 



1103  
 
 

J INFORM SYSTEMS ENG, 10(31s) 

The existing schemes utilized for comparison include the DMLP, K-Nearest Neighbor (KNN), 

RF, and SVM. These models are generally used in churn prediction tasks and are good baselines (use 

different approaches for classification) to compare with our proposed system (i.e., SMOTE with Optimal 

DMLP). Here is the reason why we chose these models.  

• DMLP - A DL model extracts complex patterns from the input data; comparing it with our model shows 

how optimization and SMOTE improved the standard DMLP performance.  

• KNN – It is a straightforward instance-based approach; comparison helps to show if the complex DMLP 

outperforms the basic strategy.  

•  RF – It is an ensemble approach that handles data imbalance well, so comparing it with our approach 

shows whether our optimal DL system with SMOTE beats this standard ensemble model.  

• SVM – It is a robust baseline approach compared with our proposed model that shows how well our 

model deals with the complex churn data compared to SVM.  

The evaluation metrics used are accuracy, precision, recall, f-measure, the area under the curve 

(AUC), Brier score, Kappa, and expected maximum profit of the customer churn (EMPC). These 

measures offer different insights into how well the model works, particularly for an imbalanced dataset 

like ours (i.e. non, churning customers are higher than churning customers). The metrics such as 

precision, recall, and accuracy show how well the model works for predictions, i.e., churned and non-

churned customers. The f-score helps to analyze the false positives and negatives, and the AUC helps 

for imbalanced datasets to show how well it differentiates classes at different thresholds. The Brier score 

helps show the proposed classifier's confidence in its likelihood predictions and actual values. The 

Kappa shows the true prediction power of the model rather than the random choice, and finally, EMPC 

shows the financial benefit of churn predictions. The definition and mathematical computations of each 

metric are given below.  

Accuracy:It measures the proportions of accurate predictions to the total number of 

predictions.  

                  (12) 

Precision: It measures how well the model works on optimistic predictions, i.e., the ratio of 

actual churned customers and the total number of customers predicted as churn.  

                      (13) 

Recall: It is defined as the ratio of the predicted churned customers to all actual churned 

customers.  

                 (14) 

F-measure: It balances both precision and recall, i.e., balances the significance of both false 

positives and false negatives.  

                      (15) 

AUC: It evaluates the Receiver Operating Characteristic (ROC) curve to measure the 

classification model’s performance. The true positive and false positive rates are plotted to calculate the 

ROC.  

Brier Score: It evaluates the accuracy of likelihood predictions. The means squared error 

between the predicted probability ( ) and the actual outcome ( is measured using this metric, which 

is computed as 

                  (13) 
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Kappa: This metric helps to identify how much our model is better than random guessing, 

particularly for imbalanced datasets. So, the agreement between the predicted and true labels is 

measured by kappa, and the higher value of kappa represents the better performance of the model.  

               (14)   

Where  indicates the expected and observed agreement.  

EMPC: It evaluates the expected financial benefit of accurately identifying the customers who 

will churn.  

 

Figure 2:Performance evaluation of various churn prediction models based on four evaluation 

metrics: accuracy, precision, recall, and f-score 

Figure 2 shows the effectiveness of the proposed HTSADMLP model with the existing methods 

in terms of accuracy, precision, recall, and f-measure. The proposed one attains higher performance 

than the existing methods. It reaches a maximum accuracy, precision, recall, and f-measure of 97.81%, 

97.52%, 97.89%, and 97.85%, which are higher than the conventional methods. Thus, it concludes that 

the proposed one attains better outcomes than the conventional methods. 

Table 2:Performance evaluation of various churn prediction models 

Techniques AUC Kappa Brier score EMPC 

Proposed HTSADMLP 0.967 0.7845 0.1298 6.3221 

DMLP 0.942 0.6471 0.1312 5.4774 

KNN 0.936 0.5311 0.1588 4.9205 

RF 0.898 0.4734 0.2064 4.4107 

SVM 0.864 0.3805 0.2671 3.8547 

 

Table 2 indicates the outcomes of the proposed HTSADMLP with conventional methods based on 

AUC, Kappa, Brier, and EMPC metrics. Considering the AUC and Kappa, the existing SVM has 0.864 

AUC and 0.3805 Kappa, the existing RF has 0.898 AUC and 0.4734 Kappa, the existing KNN has 0.936 

AUC and 0.5311 Kappa, and the existing DMLP has 0.942 AUC and 0.6471 Kappa, which yields minimal 
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outcomes for CCP. However, the proposed system offers 0.967 AUC and 0.7845 Kappa. In addition, the 

evaluation metrics such as the Brier score and EMPC are the most prominent metrics for CCP. The Brier 

is a function that demonstrates the precision of the classifier's probabilistic prediction, ranging from 0 

(perfect prediction) to 1 (lousy prediction). The EMPC likewise measures the model's profitability in 

CCP systems. The higher rates show the top good classifier in CCP. Due to its business usefulness, it is 

frequently used to assess how well churn prediction systems are doing. Here also, the proposed one has 

a Brier and EMPC of 0.1298 and 6.3221, which are outstanding outcomes than the conventional 

methods. Our work uses ISMOTE to balance the dataset that generates synthetic minority samples to 

avoid the classifier’s biased outcomes to the majority class, thus improving the model’s ability for churn 

prediction. In addition, the EBOA usage in DMLP for optimization helps to enhance the model 

performance by capturing complex patterns in the data compared to traditional models like KNN, SVM, 

RF, and DMLP.  

4. CONCLUSION 

This paper proposes a CCP system using a hyperparameter-tuned novel DL classifier. The proposed 

system mainly comprised three phases: data preprocessing, data balancing, and CCP. The performance 

of the proposed work is investigated against the conventional DMLP, KNN, RF, and SVM approaches. 

The evaluation is done by some performance metrics: accuracy, precision, recall, f-measure, AUC, 

Kappa, Brier, and EMPC. The experimental results indicate that the proposed system outperformed the 

existing methods. For example, the proposed one achieves 97.81% accuracy, 97.52% precision, 97.89% 

recall, 97.85% f-measure, 0.967 AUC, 0.1298 Brier, 0.7845 Kappa, and 6.3221 EMPC, which are more 

significant outcomes than the conventional methodologies. Thus, the results show evidence that the 

proposed models can efficiently predict customer churn in banking sectors. In future work, this will be 

prolonged with an efficiency feature reduction approach to decreasing the dimensionality of the dataset 

to increase the prediction rate. 
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